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Foreword

Shock-wave boundary-layer interactions continue to be ubiquitous phenomena in supersonic and hspcrsonic aerodynamic%.
and their importance is often crucial as, for example, for hypersonic controls and for air intakes ini general. This is thc reason tor
the continuous research efforts in this field, aiming at dkvcloping reliable methodologies for future sehicle design. Results tIorn
these programmes have been reported in Delery and Marvin's 1986 AGARDograph (AG-28e) and in the 19•9 A(iARD FDP
VKI Special Course on -Three-dimensional supersonic /hypersonic flows including separation".

The present course reviews the recent progress in this field. In particular, a large part of the course is desotcd to -kcpt
interactions, both laminar and turbulent, including a discussion of the following topics:

"* the flowfield structure,
"* the scaling and similarity laws,
"* the effect of shock strength on flow features,
"* the effect of shock genet ator geometry for a given shock strength,
"* experimental techniques. in particular optical techniques, for the investigation of swept interactions.
"* contributions of numerical simulations to the understanding of swept interactions.

A limiting factor in the understanding and ability to predict shock w"e hboundary-layeir -,ractions is a good kn,,. "-.' ,t
turbulence behaviour. In particular, it is well known that classical turbulence models produce rather poor predictions in s1trongnl
interacting flowfields. Turbulence behaviour in shock-wave/boundarv-layer interactions therefore constitutes the second major
subject of this course, including a discussion of

* global flowfieid unsteadiness due to turbulence and its impact on turbulence quantities.
0 contribution of LDV to the phssical description of typical shock-wave boundary-layer interactions with incidence on

turbulence modelling.
* specific issues in turbulence modelling for shock-wave boundary-laver interactions with eaarnpl-s of applications.

Finally, a lecture is devoted specifically to hypersonic interactions. Special emphasc, are gi~cai to the following questions:

• heat transfer in hypersonic interactions.
0 effect of transition on hypersonic interactions, including the striation phenomenon.
a computation of hypersonic laminar interactions and code validation.
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Avant-Propos

Les interactions onde de choc 'couche limite demneurent des ph~nomenes omnipr~sents en aerodN namnique supcr soniqut:etc
hypersonique. et leur importance est sou Vent cruciale. par exemple pour les surfaces dc contr(Ae hN pcrsoniqucs. dc nicmc clue
pour les entrees d'air en g~n&al. C'est pourquoi des programmes de recherche continuent ai ýtre consacres LA cc sujct, en s uc dc
d&velopper des mn~thodes fiables pour la conception de futurs vehicules. Les r~sultats de certains de ccs. programme" ont etc
exposes dans lAGARDograph AG-280 de D6lerv et Marvin publiý en 1986, ainsi que dans les notes du Cours AGAR) F DP
VKI de 1989 consacr-6 aux "Ecoulements supersoniques et hypersoniques ti idimensionnels, N compr is le dclcollencmi"t

Cc oLrs-ci passe en revue les progri~s recents dans le domaine. En particulier. une large part du cours c't cofldcrec aux~
interactions de3rapees, laminaires et turbulentes et comprend une discussion des Points suivants:

"* la structure de 1'eoulement,
"* les paramt~tres dWechelle et les lois dlesimilitude.
"* 1'effet de Fintensite du choc sur les caracteristiques de 1'eoulement.
"* 1'effet dle la gt~om~trie du g~nerateur de choc pour une intensitue donn~ee
"* les techniques exp~rimentales, en particulier optiques pour lNtude des interactions &kraapces.
"* la contribution des simulations numeriques a la comprehension des interactions dtrapccv

Un facteur limitant la compre~hension et la capacite de predire les interactions onde de cht-c coucluc lirmuic cst LI
(me connqiý%~ance du comportement de Ia turbulence dans ces ecoulements. En particulier. il est bien connu quc le, rnudclcs
classiques dle turbulence tournissent des r~sultats assez m~diocres pour les interactions fortes. C.,:st pourquoi !e compflricmcni
de lit turbulence dans les interactions onde dle choc 'couche limite constitue le second sujet principal dA cours. On allordc

0 l'instationnarite glohale de 1*6coulement d&clenchee par la turbulence et son impact sur les grandeurs turhulcoic'..
* la contribution de ]a velocimetne laser (LDV) ai la description physique d'interactions ondle de choc couche limitc

tvpiques et l'impact sur la modelisation de la turbulence.
* les problemes specifiques de modelisation de Ia turbulence pour les interactions ondle dle choc couche liumte L.,cc

exemples d'applications.

Enfin. un expose est consacre plus particulirement aux interactions hypersoniques. Uaccent esi mis sur les qucstiuos sui. antcs

" le transfert de chaleur dans les interactions hypersoniques.
"* [effet de la transition sur les interactions hypersoniques. y compnis le phenom~nes de stines longitudinales.
"* ;a simulation numt~nique dinteractions hype rsoniques laminaires. et la validation de codes.
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VCO virtual conical origin layers which are susceptibl to disruption b such
x,y,z Cartesian coordinate system gradients. Unfortunately, the nature of high-speed
x coordinate normal to plate in heat transfer flow over practical missiles, aircraft, re-entry %chiclcs,

analybh and turbomachinery components makes such
Sangle made by fin with respect to the interactions unavoidable, with consequences ranging

incoming freestream direction, deg. from tolerable to (occasionally) disastrous.
19 angle made by surface-flow features with Furthermore, the scale and performance constraints of

freestream direction in spherical polar such practical applications almost always dictate that
coordinates, deg. the interactions in question will tb both turbulent and

00 angle made by inviscid shock-wave trace on three-dimensional. Thi, thrce-dimensionalits usuall,
test surface with freestream direction, deg. implies that the interactions aire (or haec components

A0, = (0, - p.), reduced inviscid shock angle which arc) moderately to highly swept.
parameter

Aj3, angular measure of ,•-fuot defined in Fig. 28 The past 20 years have seen inten,,sisc research on the
Aft, angular measure of A-foot defined in Fig. 28 .ubject ,f swept shock w;,vc/1iirbulcnt bundar%-las.cr

(,8, - p.o), reduced upstream influence interactions. This research was conducted and
angle parameter supported because it was rcogni/ed that such flow,

" " ratio of specific heats are important, fundamental %iscous/insiscid
6 incoming undisturbed boundary-layer interactions, are key huilding-blocks in high-speed

thickness, mm internal and external aerodvnamic problems, and arc
As oil-film leading-Ldge distance, m primary' test cases for numerical simulations. From
0 incoming, undisturbed boundary-layer the clhorts of a number of invWstigatoi, worldwide, a

momentum thickness, mm limited understanding of such intcrartions is no%&
shock generator leading-edge sweep- available whereas, only a fcA ycars, ago, almost
back angle, also laser wavelength nothing was known.
= sin 1(1/Moo), Mach angle of incoming
frcestream Several recent publications hase attempted an

v oil viscosity, centistokes overview of this newfound understanding, including
= (P2/p4),, incipient separation pressure ratio those in 1986 and 19) by the present author and D.

p density, kg/m 3  S. Dolling (Refs. 1,2). The present paper relies hcavily
r. wall shear stress, N/mZ upon Ref. 2 for the interaction scaling laws and part

azimuthal angle in spherical polar of the flowfield structure sections, while assembling
coordinates, deg. material not previously reviewed for the section on

a Ohms experimental methods.

22 Subscripts 3.1 Present Scope
aw adiabatic wall conditions Refs. I and 2 arc each on the order of 25,000 words
i incipient separation long. Ref. 1 is a general review of swept interactions,
is incident shock while Ref. 2 concentrates specifically upon turbulent
m maximum interactions produced by sharp fins and interaction
n normal unsteadiness. The present paper may be thought of as
p plateau an update and supplement rather than as a
pa primary attachment replacement for these documents. Moreover, insofar
pk peak value as unsteady phenomena, numerical simulations, and
ps primary separation laminar/transitional interactions are covered by other
r, ref reference value authors in this report, they are omitted from
s shock consideration here. Likewise, the present
s, S1 separation consideration of experimental methods forgoes any
U,ui upstream influence discussion of Laser Doppler Velocimetry in favor of
TP triple-point the paper by J. Delery given elsewhere in this report.
w wall conditions
00 incoming freestream conditions This discussion is thus restricted to supersonic
0 value at beginning of interaction interactions with turbulent boundary layers, whence
* denotes incipient separation condition the main body of available data derives. Even so, a

wide variety of swept interaction types exists. An
3. INTRODUCTION effort was made to classify and describe several of
The interactions of shock waves and boundary-layers these in Ref. 1, to which the reader is referred. Ref.
have long been a fundamental and critical problem 2, on the other hand, concentrated on the large body
area of fluid dynamics. They represent tae imposition of available information concerning the ,harp-fin-
of the strongest adverse pressure gradients on viscous generated interaction with a turbulent boundary layer.



i,wept Shock/Boundary-Layer Interactions -
ScnaIig Laws, Flowfield Structure, and Experimental Methods

Gary S. Settles
(;as Dynamics Laboratory

Mechanical Engineering Department
303 Reber Building

Penn State tnliversity
Univcrsi!y Park, PA 1,,O2 USA

1. SUMMARY L V (lr/6 )Rc• ', non-dinicn-ional dt'tAnmc
A general revicw is given of several decades of measured normal Io irnvitCId shock traeC on

research on the scaling laws and flowfield structures test surface
of swept shock wave/turbulent boundary layer L, (lI/6)Rec6 ', non-dimcnsional ditance'
interactions. Attention is further restricted to the measured along inviscid ,,hock tldk(• &n t0,.,t

experimental study and physical understanding of the surface
steady-state aspects of these flows. The interaoion MnMn - MsinO,, Mach number normal to inmiscid
produced by a sharp, upright fin mounted on a flat shock wave trace on test surlacc
plate is taken as an archetype. An overall framMwork Mn, Mach number normal to separation line

of quasiconical symmetry describing such interactions MN,, incoming frcestream Mach number
is first developed. Boundary-layer separation, the n oil refractive index
interaction footprint, Mach number scaling and N' effective fringe number
Reynolds number scaling are then considered, PA,A, primary flow, attachment line
followed by a discussion of the quasiconical similarity PS,SN primary flow separation line
of interactions produced by geometrically-dissimilar p static pressure, MPa
shock generators. The detailed structure of these p", incoming freestream static pressure, MPa
interaction flowfields is next reviewed, and is p, frccstream static pressure before shock, MPa
illustrated by both qualitative visualizations and p. freestream static pressure after s;hock, MPa
quantitative flow images in the quasiconical q%,_ heat convected to flo", W/m`
framework. Finally, the experimental techniques used q"4 h,.r heat efflux from heater, W/m"
to investigate such flows are reviewed, with emphasis q",,_ heat conducted through insulator board,
on modern non-intrusive optical flow diagnostics. W/m 2

R, r distance measured from the virtual t)-igin in
2. LIST OF SYMBOLS spherical polar coordinate frame, mm

r oil refraction angle
2.1 Main Symbols R resistance, fD
A amperes Re freestream unit Reynolds number. m'
c, incoming boundary-layer skin friction Re 6  Reynolds number based on the incoming,

coefficient undisturbed boundary-layer thickness
c, incoming boundary-layer heat transfer Ree Reynolds number based on the incoming,

coefficient undisturbed boundary-layer momentum
% specific heat at constant pressure thickness
D,d shock generator leading-edge diameter, mm S separation line
D thermal diffusivity SI: optical phase shift
g heat generation rate, W/m' SA secondary flow attachment line
H,h step height, mm SS,S2  secondary flow separation line
K constant t time
k thermal conductivity t' effective flow tir e
I,, 1. orthonormal coordinates based on inviscid T temperature, *K

shock wave trace on test surface T, stagnation temperature, *K
L, inception length from VCO to conical flow, U,U1 upstream influence line

mm V velocity, m/s, also volts



As in Ref. 2, the present paper will also concentrate presumably due to the cold-%ar space race" and the
its attention on the simplest of all swept intcractioils, SST and Space Shuttle development eftorts. ihe most
te that generated by an equilibrium, adiabatic recent spurt of activity may be ascribed in part to the
flat-plate turbulent boundary layer interacting with the need for experimental benchmarks for (FFD
swept, planar obliqiue shock wave generated by an predictions, and to the NASP program.
upright, sharp-leading-edged fin at angle-of-attack a
(see Fig. 1). Known as a "sharp fin interaction" for It may be that the field of sAlept intcractionns i

brevity, this flow is a classical case, an archetype, of nearing maturity at the time of this %riting If ,, it
swept interactions in general. (The reader should is principally the result of several rcearch groups,
note that various authors have also referred to this having concentrated on the problem, espcciall% thosc
case as a "glancing-shock" or "swept-normal-shock" at the NASA-Ames Research ('enter, Penn State.
interaction.) Emphasis will be placed on experimental Princeton, and Rutgers Univcrsitic,. and the Institute
results which shed light on the physical behavior for Theoretical and Applied Mechanics in Novosibirsk
and phenomenology of these interactions rather
than on prediction methods or aerothermodynamic Additional material pertinent to the prescnt topic maý
applications per se. be found in several existing survey papcrs. notably the

one by Green (Ref. 5). The earl, %kork on sept
interactions was surveyed, along with other shock
interference flowks. by Korkegi (Ref. A) and morc

- , i:• recently by Pcakc and Tobak (RI, ():hcr
pertinent reviews include those of Dclcrv and Marvin
(Rcf. 8) and Stollery (Ref. k)).

33- Initial Assumptions
It should be helpful at the outset to idcntit! sonic
underlying characteristics, assumptions. aind
hypotheses concerning swept interaction,. For

example, it is traditionally assumed that thc,,cinteractions depend primarily upon the frcctream

Mach number, the characteristics of the incoming
Fig. I -Sharp Fin Interaction Test Geometry. boundary layer, and the shock generator gcometr,

(Rcf. 5). However, these dependencies cannot be
This concentration on sharp fin interactions neglects determined by any closed-form solution of the
several other swept interaction types--the blunt fin, governing equations of motion on account of the flow'
swept compression corner, etc.--which are certainly complexity. Experiments, similarity and dimensional
not of negligible importance. However, relatively little reasoning, and (within the last 10 years)
new work has appeared on these topics since they computational simulations have thus played a key role
were reviewed in Ref. I and other reviews mentioned in the study of swept interactions. The computations,
below. The only other interaction type seeing dealt with elsewhere in this report by D. D. Knight,
significant recent activity is the important new area of have recently reached the level at which they can
crossing-shock interactions. While this area is not contribute to the fundamental understanding oi swept
covered due to necessary limitations on the present interactions in ways not readily amenable to
sLope, it is expected that crossing-shock interactions experiments. The experiments also now serve the role
will be the subject of a separate review in due time, of providing benchmarks for the validation of the

computations. To this end a shock/boundary-layer
3.2 Historical Sketch interaction database (Refs. 10 & 11) is available.
The interaction of a shock wave with a boundary-layer
was apparently first observed by Ferri (Ref. 3) in In the interaction structure there is a hierarchy of
1939. Following World War I1, research on the information that is also present in the existing
subject concentrated on 2-D interactions, which were experimental data: Swept interactions are rich in
thought to be more amenable to study than swept patterns, and the most easily obtained and most
interactions. The work of Stalker (Ref. 4) in 1960 was prevalent data are those of interaction "footprint"
the first detailed attempt to study interaction patterns on solid surfaces obtained by way of surface
sweepback. There followed a 25-year period of steady flow visualization methods. Mean surface pressure
increase in the number of papers published annually distributions were also taken in most of the past
on swept interactions, indicating that this subtopic of experiments, and a few experiments also included wall
fluid dynamics was still a maturing research area shear stress and heat transfer data. Dolling et al have
during that time. The publication record reveals specialized in unsteady surface pressure measurements
spurts of activity in the late 1960s and mid-70s, in these flows. Off the surface, flowfield visualization
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techniques and probe surveys of mean pitot pressures measure the interaction extent. Due to the limited
and flow angles have helped to map flowfield scope of the present paper, discussed above, the
structures and to provide a conr ction with the spherical polar coordinate frame of Fig. 2 turns out to
footprint data. The highest level of the measurement be the only one presently required. Its application to
hierarchy includes dynamic data via hot-wire, LDV, sharp fin interactions will be discussed in detail below.
and other quantitative methods. Very few of such
measurements have been made in 3-D shock Next, a firm connection is assumed between the swept
boundary-layer interactions. interaction footprint topography and the features of

the flowfield above the surface. This hypothesis is
Much of the content of this paper derives from a suppoi,.d by recent experimental results to be
parametric exploratory approach to the swept described in the section on flowfield structure, and by
interaction problem. Since the problem is complex, it the application of topology to the surface flow
is a necessary first step to explore the range of patterns (Ref. 12). Moreover, the topological rules
possible flows by parametric studies. Only then can (Ref. 12) governing these flow patterns are recognized
detailed investigations of particular interactions be as important aids to the understanding of swept
interrelated in an overall framework of understanding. interactions.
However, insofar as these interactions are only
partially deterministic due to their dependence upon Finally, this paper considers only the mean-flow
turbulent transport phenomena, the parametric behavior of swept interactions. It appears that all
explo-atory approach is not expected to lead to interactions of shock waves with turbulent
compleie understanding. Indeed, most of the boundary-layers involve some degree of unsteadiness,
knowledge gained thus far is directly related to the typically manifested as a "trembling" motion observed
extent to which swept interactions depend upon in flowfield visualizations. However, there is no
inviscid phenomena. indication that such unsteadiness is the co itrolling

phenomenon in any overall sense. A definite.
identifiable mean-flow structure is found in all

- interaction cases considered here. It is thus assumed
"that the preponderance of mean-flow data on swept
interactions is useful and pertinent despite the
presence of unsteadiness.

3.4 Interaction Classifications
A brief overview of the different types of swept

"a interactions is called for at the outset. Swept
",, ,-._-- interactions will be discussed in terms of the

. .. - classifications shown in Fig. 3 (from Ref. 1), which
A ----- result from elementary dimensional analysis. In all

A cases the incoming flow provides a single length scale
associated with the boundary-layer (here taken as the

Fig. 2 - Spherical Polar Coordinate System. incoming thickness 60 for simplicity). When the
overall dimensions of the shock generator are large

An essential first step in understanding swept enough that further increases in these dimensions do
interactions is the choice of a proper coordinate not change the interaction properties, the resulting
system. Experience dictates that it is easy to go astray interactions are classified as "semi-infinite." Further,
with this problem if a poor choice is made. Many of cases within this classification in which the shock
the past swept interaction studies have revealed some generator imposes no length dimension on the
degree of either quasiconical or quasicylindrical flow interaction are termed "dimensionless." In such
symmetry. In principle, spherical polar coordinates are "dimensionless" interactions it may be expected from
required for the former (see Fig. 2) and elementary dimensional analysis that the flow will
normal-tangential coordinates for the latter, although respond to the imposed incoming boundary-layer
experimental data are sometimes available only in a length scale with a single balancing leagth scale of its
streamwise-spanwise coordinate frame. In practice it own (later to be identified as the interaction inception
is often reasonable to make the approximation of an length).
orthogonal normal-tangential frame attached to the
interaction sweepline, which is usually the "footprint However, if a semi-infinite shock generator does
trace" or projection of the outer ("inviscid") shock impose upon the interaction a length dimension
wave upon the interaction test surface. Following the comparable to 6, (such as a fin leading-edge thickness
tradition of both swept and unswept interaction T or a step height H), the resulting interaction is then
studies, this footprint trace of the inviscid shock is termed "dimensional." Here, D/6, or H/IS is
taken as the proper reference line from which to expected to characterize the flow in the immediate



-vicinity of the imposed length dimension. Such 4. SCALING LAWS
interactions are discussed in Ref. I but are beyond the The unswept sharp fin interaction of Figs. 1-3 is, at
scope of the present paper. least in the inviscid sense, the simplest of all swept

interactions. This simplicity derives from the fact that

DtMEN-IONLLS8 INiFRAC11'N,. the properties of the shock wave prior to its interac-
tion with the boundary-layer (the "inviscid saock") are

? i~ /• -known immediately from classical oblique-shock
-theory. As we will see, the swept interaction Ltecessar-

. - 6 ily leads to fundamental changes of structure in both

SP S FCR the shock wave and the boundary-layer, whereupon
/ - a the flow may no longer be regarded as "simple."

Z 2 N 0As in all flows where direct solutions of the governing
\i3 • equations are not possible, dimensional and similarity

L L methods are powerful tools in understanding swept
interactions. For dimensionless sharp-fin interactions
only a single parameter, a, is required to describe the

,- ,,, ,/ . . shock generator. The other parameters of the prob-
lem are entirely concerned with the incoming flow,

001S CIINDP ~AXIAL '.EDGE"" -U FLOW and include M., Re, and 60. All are dimensionless
I•('|ND '[O RL S] It" OILEU IMI4PNGING SHOCI CRNR LO

DIMENSIONAL INTERACTIONS parameters except 60, which is the only length dimen-
""* sion in the boundary conditions of the problem. Thus,

0 •" as mentioned earlier, th,; interaction is expected to
respond to 6, by way of some characteristic length,
but otherwise to be entirely dimensionless,

(IRCULAR CYLINDER SLUNT tNSIPT FIN BLUNT S.'E FIN

NON-SEMI INFINnI. INTERACTIONS Thus, despite the nonlinearity of the governing equa-
-cotions and a host of related complications, there is
I|• • nonetheless hope froth the outset of achieving some

0* overall similarity framework for the behavior of swept
interactions. That framework is the subject this

section of the paper, where the mean-flow symmetry
Fig. 3 - Interaction Classifications. and footprint structure of the interaction are explored

and the influence of M., Re, a, and 6, are examined.
Finally, cases in which the shock generator fails to
produce a semi-infinite interaction as defined above 4.1 Quasiconical Symmetry
are termed non-semi-infinite or "protuberance" All previous investigators of sharp fin interactions
interactions. These cases typically involve shock have found that the extent of the interaction grows
generators whose overall dimensions are comparable with distance away from the fin leading edge. Many
to 6,. Protuberance interactions are also discussed in of these investigators (eg Refs. 13-23) further ob-
Ref. I and are also beyond the scope of the present served that this growth appeared to be conical, or
paper- nearly so, except for an initial region in the immediate

vicinity of the juncture of the fin leading-edge and the
3.5 Goals flat plate. This observation is confirmed by recent
Taking the sharp fin interaction as an archetype of parametric studies (Refs. 24-28) of sharp fin interac-
swept interactions in general, the present paper has tions over broad ranges of both Mach number and fin
three goals: angle. It is now clear that the salient characteristic of

this interaction is its quasiconical nature.
1) Survey the current knowledge of the scaling laws

which govern the shape, size, and behavior of The dimensional description given earlier describes
the"footprint" of a swept interactions in terms c this class of swept interactions as having no length
M. Re, a, and 5, dimension except for one characteristic length which

2) Examine in detail the interaction flow- arises in response to the initial condition imposed by
field structure which is responsible for 6,. Let this length be called L,, the inception length
the observed footprint behavior, and measured outward from the fin leading-edge along the

3) Describe the experimental methods, both shock wave direction, which encompasses the observed
modern and time-honored, which have been initial nonconical region of the interaction (see Fig. 4).
applied to learn much of what is now known Thus Lj/ 0 is a natural nondimensional parameter
about swept interactions, describing the class of interactions under study.
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The supersonic or hypersonic potential flow outside dimensional. Much is already known about the
the interaction is well-known to exhibit conical behav- behavior of conical 2-D flows, which are thoroughly
ior (Ref. 29), wherein the velocity vector is constant reviewed, for example, in Ref. 33. Briefly, the proper
along rays emanating from a common origin, the coordinate frame for a conical flow is the spherical
conical vertex. Further, after Lighthill (Ref. 30) such polar coordinate system in r, f8, and 0, sketched in
a conical field will occur "in any flow where the Fig. 2. Since r is degenerate in true conical flow, the
boundary conditions define naturally no linear dimen- interaction outside the inception lone is described
sion." The present flow, outside the inception zone, is entirely in angular measure by [3 and 0. Streamlines
very close to satisfying this condition except for the and other features of the flow may be seen in two

issue of the non-conical growth of the incoming dimensions by projection from the vertex of the
boundary-layer with spanwise distance along the conical flow onto the surface of the sphere. Since
interaction sweep line. experience has shown that such projections of swept

interactions normally subtend small solid angles, the
replacement of the appropriate spherical segment with
a plane tangent to the sphere and normal to the
inviscid shock wave is a frequent simplification. The
pertinent Mach number describing the interaction is

4.- 'I the component of M. in this plane, namely Mn, rather

than M. itself.

This coordinate frame is adopted uniformly in the

following discussion. Other than L, and 68, all "di-
mensions" of swept interactions are discussed only in
angular measure. While it may be tempting to define
length dimensions associated with, say, the upstream

0/1 influence of the interaction, experience shows this to

be highly misleading. For example, early investigators

of this flow remarked upon the streamwise length of
j ,the interaction compared to that of a 2-D planar

interaction of similar shock strength. However, in the
7 o. present context of quasiconical flow this comparison

'I ,is meaningless, since the streamwise length of thei*•,/•/ • • Jinteraction can be as large or small as one wishes,

L - depending upon the distance, r, which one takes from

- .the conical vertex.

Fig. 4- Sketch of Sharp Fin Interaction Footprint with 4 o r = 4 5 mm
Nomenclature Definitions. -r =95mm

An important contribution by Inger (Ref. 31) largely

resolved this problem through an order-of-magnitude
analysis of the governing equations. Inger found that
a swept interaction can approach a quasiconical state 3 0
at a large distance from the fin leading-edge. This p
distance, in fact, turns out to be the inception length,
"L,, and how large it is depends upon 6, Inger also P.
found that L,/ 0 t- cot#.8, in agreement with experi-
mental data for sharp fin interactions. While some
effect of the spanwise boundary-layer growth is 2 Pp
probably present, it is a second-order effect compared
to the overall quasiconical nature of the flow (Ref.
32). "

0/
The quasiconical symmetry of this class of swept1
interactions is now regarded as the most powerful 60 40 * 20
simplification available in a problem of otherwise
daunting complexity. As we will see, it allows a 3-D
flow to be treated, in many respects, as if it were two- Fig. 5 - Surface Pressure Distributions (per Ref. 16).
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As a demonstration of the conical nature of sharp-lin
interactions, surface -pressure data from a Mach 3 ae
interaction by Zubin and Ostapenko (Ref. 16) are
shown in Fig. 5. These data were measured on two - // ..
concentric circular arcs on a flat plate at different "
radii, r, from the vertex of the flow. Both measure-
ment arcs were outside the inception zone. The data
show excellent agreement when the pressure ratio is b f
plotted in terms of the conical angle P. Such agree-
ment cannot be had, however, if the linear dimension [ / ,

describing the pressure-tap layout is used as the
abscissa of the plot.

Finally, note that quasiconical interaction symmetry is C g
an approximate framework of understanding rather
than a precise law. It breaks down near the fin i / -- • /,'
leading edge in the inception zone, and also along the
intersection of the fin and the flat plate (which cannot
lie on a generating ray of the conical flow). It is "-h
subject to the second-order 3-D influence of the span- d h
wise growth of 5, mentioned earlier. It is a mean- , -- ' '

flow framework for the description of interactions .

which are known to have some time-dependent - -. <

characteristics. In extremely weak interactions (Refs. [ 7

34 and 35) the conical spreading of the flow may be
so small as to be undetectable. In extremely strong , 6 Stages in the Development of the Interaction
interactions the approximation may once again break r7ok..,rint (per Zheltovodov et al.).

j down, though experimental limitations prevent such a
case from being observed. Between these two limits, Fig. 6, from Ref. 26, shows 8 stages in the develop-
and subject to the qualifications listed, all known ment of the limiting streamlines of the interaction
dimensionless fin interactions exhibit quasiconical footprint on the flat plate as a function of increasing
symmetry. shock wave strength. Such patterns are obtained by

surface-flow visualization techniques, and will be
4.2 Boundary-Layer Separation discussed further in later sections. For the moment,
All shock/boundary-layer interactions, whether 2-D or one sees in Fig. 6a the case of a weak, unseparated
3-D, involve the separation of the boundary-layer interaction in which the limiting streamlines veer
when the shock wave is of sufficient strength to bring underneath the inviscid shock wave but do not form a
this about. Despite some controversy over the seman- convergence line. With increasing shock strength, Fig.
tics of the word "separation," the literature cited thus 6b, the separation line moves outward and eventually
far leaves no room for doubt that it is a distinct and lies underneath the inviscid shock, with limiting
recognizable phenomenon in swept interactions. Due streamlines on either side running essentially parallel
to the nature of such flows, when separation does to it. (Stanbrook (Ref. 36) defined this condition
occurs it is necessarily three-dimensional and highly rather arbitrarily as incipient swept separation of the
swept with respect to the oncoming flow. boundary layer.) A further increase of shock strength,

Fig. 6c, leads to asymptotic convergence of the limit-
A proper treatment of the topological criteria for 3-D ing streamlines upon the line of 3-D separation.
flow separation is well beyond the present scope. The Finally, in Fig. 6d, a sufficiently-strong shock produces
reader is directed to Ref. 12 for a thorough coverage an explicit convergence line, S1, which lies well out-
of this topic. Briefly, the present discussion accepts board of the inviscid shock position.
the Legendre-Lighthill view of 3-D separation as the
convergence of limiting streamlines of the flow upon This gradual development of the flow points out the
a particular (swept) streamline which connects singu- disparity between the strict topological definition of
lar points of separation located, in this case, some- 3-D separation, for which the present flow is always
where on the flat plate. The exact nature of these separated (Ref. 37), and more practical definitions
singular points is a secondary issue for present pur- which find no evidence of lift-off of the boundary-layer
poses. What is important is the observation (eg Ref. from the flat plate until the condition in Fig. 6d is
26) that the noticeable effects of separation develop reached. Should there be any doubt on this point,
gradually in sharp fin interactions, and that occurrence Fig. 7 shows the kerosene-lampblack footprint trace of
of separation is clearly a function of Mach number a weak fin interaction (Mach 2, a = 6"), in which the
and shock wave strength.
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primary separation line lies well inside the zone
bounded by the fin and the inviscid shock. (This 15 -- _\

pattern was obtained by placing surface-tracer materi- Korkeqi9 - - Lore 0

al on the flat plate only upstream of the fin prior to McCabe - Peoke D
Oskom 0the experiment.) Since a line of 3-D separation is 10-- C] Zubin & Ostopeoko e

Z ~ Ostoek

clearly present in Fig. 7, Stanbrook's criterion (Ref. Zhelto~odov A

36) must be strictly incorrect. It serves, nonetheless, 1. deg..Lu U
to indicate the approximate condition where sizable or detSchment

significant 3-D separation occurs, insofar as effects on
the outer flowfield are concerned. More will be said
about this below.

S1 2 3 45

Crn-

"Fig. 8 - Incipient Separation Criterion for Sharp-Fin
Interactions.

When compared on this basis, 2-D and swept incipient
separation criteria are in close a"r,+ement. For

M,= 2.04 example, in broad terms, incipient turbulent boundary
layer separation is found at normal Mach numbers
between 1.2 and 1.3 in a wide variety of swept and
unswept shock/boundary-layer interactions (Refs. 26,

41, and 43). The corresponding inviscid-shock pres-
Fig. 7 - Footprint Trace of a Weak Separated Fin sure ratios, (P2/P,),, in air are between 1.5 and 1.8.
Interaction. Thus the seeming anomaly of incipient separation

becoming more likely with increasing Mach number is
Based on arguments put forward by McCabe, (Ref. explainable in terms 6f the higher sweepback angle of
38) Korkegi (Refs. 39 and 40) proposed a practical the shock wave. No discrepancy between 2-D and
criterion for incipient swept separation in the form: swept separation criteria occurs, so long as one pays

attention to the proper coordinate frame.

Afcal = 0.3 (1) The recent work of Zheltovodov et al. (Refs. 26 and

43) has developed this approach considerably. In
for M.o > 1.6 and "I = 1.4, where c, is measured in re-working the classical free-interaction analysis of
radians. Lu (Ref. 41) recently re-derived this result Chapman et al. (Ref. 44), they obtained the following
o, .3mewhat firmer ground. As the most well-known expression for the "plateau" pressure in a separated
and popular criterion for incipient swept separation, interaction:
Eqn. (1) is illustrated here in Fig. 8. It corresponds
to the flcw condition shown in Fig. 6b and determines
the condition in which the limiting streamlines run PpP- KMn;(Mn; - l)=14 c K 2 + 1 (2)
parallel to the inviscid shock wave, not true incipient
separation, as was already mentioned in connection
with Fig. 7 (see also Rcfs. 21, 37, and 42). where -y = 1.4 is assumed, K = 5.94 for turbulent

and 1.46 foc laminar flows, and Mn, is the Mach
It may be seen from Fig. 8 that the practical condition number normal to the separation line. This expres-
of incipient swept separation not only occurs for sion was verified by comparison with experimental
weaker shocks than does incipient 2-D separation at data for 2-D turbulent interactions. It embodies the
the same M.o, but also happens even more readily as pressure-rise required to produce incipient separation.
M,,o increases. Early on, the lack of a physical expla- if one accepts this to be equal to the plateau pressure
nation for this was the source of some consternation rise of a well-separated interaction. When combined
and disbelief. However, the physical explanation is with the classical expression for oblique-shock pres-
not difficult to understand if one accepts that it Lakes sure ratio in terms of M., Eqn. 2 can be used to
no sense to compare 2-D and 3-D separation at the predict incipient swept separation as well.
same value of Moo. According to the above quasi- Zheltovodov et al. found the result to be in good
conical symmetry discussion, it is the normal Mach agreement with the data for what they call incipient
number, M, which is significant in determining the "small +r le" separation, ie the condition represented
properties of a swept interaction, rather than M.. by Fig. 0b where surface streamlines run parallel to



the shock but noticeable lift-off of the boundary-layer subject of various attempts to relate the response of
from the flat plate has yet to develop, the interaction footprint to changes in Mach number,

Reynolds number, and fin angle (Refs. 1, 15, 17-22,
These authors then proposed an additional, new 26, 27, 34, 45, and 46). Similar but more limited
criterion for incipient "large-scale" separation. Plots attempts have been made to correlate the positions of
of the angle between the upstream-influence and the primary separation and attachment lines. Primary
primary separation lines of the interaction show that attachment, which first appears in the shock-strength
it decreases with increasing interaction strength, progression in Fig. 6d, marks the position where the
eventually tending toward a constant value. Once this flow, having left the surface of the flat plate at the
constancy occurs, it is argued that the interaction has primary separation line, reattaches to the plate
reached a condition (Fig. 6d) where the swept separa- (though the stream-surface which separates is not the
tion is fully developed and where its gross effects are one which reattaches). Between these two lines lies
clearly manifested in the interaction flowfield. a region of reverse flow in the conical projection,

which also has a strong spanwise (r-direction) compo-
Finally, Zheltovodov et al. used the above quasi-2-D nent. This leads to a helical separation vortex. One
free-interaction analysis to demonstrate that (p,/p1 ), may view this vortex as a reorganization of the span-
tends to decrease from 1.7 to 1.5 as Re# increases wise vorticity of the incoming boundary layer. Zhelto-
from 10' to 5x10," as illustrated in Fig. 9. Variations vodov et al. (Ref. 26) noted an inflection in the
in the shape parameter of the incoming boundary- primary separation line which they ascribed to transi-
layers in the experimental data points shown (num- tion from laminar to turbulent reverse-flow within the
bered symbols 4-9) further required that K in Eqn. 2 separated region.
be varied over the range 5.9 to 9.4, producing the
band shown in the Figure. This view of incipient The angular difference 0, -,6s, between the upstream
separation is clearly an improvement over Eqn. 1, influence and primary separation lines is sizable for
Korkegi's criterion, which embodies the simple weak interactions, but shrinks quickly to a small value
implicit assumption that (P./Pi), = 1.5, and thus as the interaction grows stronger. The achievement of
ignores the Reynolds number and shape factor depen- this asymptotic value (Refs. 26 and 43) has been used
dence inherent in the characteristics of the incoming as an indicator of incipient "large-scale" flow separa-
boundary layer. Korkegi's criterion is also shown in tion, as noted earlier. In fact, the region between
Fig. 'i, for comparison, these two defining lines of the interaction has been

found to be highly unsteady. Since the current
2.6 M 2- D 0-4 A -6 x -8 discussion concerns only mean-flow properties, this

S-5 *. -7 v -9 unsteadiness is covered elsewhere in this report by D.
.K 9. S. Dolling.

. i. 8 If the definition of primary separation has caused
K some past confusion, as noted earlier, this is doubly

1.5 Kork-gi' ::ri-erion the case for secondary separation. According to
Zheltovodov et al. (Refs. 18, 26), the footprint feature

.o 1 known as secondary separation first appears once the
interaction has achieved a certain strength (Fig. 6d),

3 3 .5 4 4.5 showing up in the conical region of the flow but not
log Re. in the inception zone. Its spanwise extent grows with

increasing shock strength (Fig. 6e) but then diminishes
Fig. 9 - Incipient Separation Criteria vs. Re* (per again (Fig. 60, eventually appearing only in the
Zheltovodov et al.). inception zone and then disappearing altogether (Fig.

6g). Secondary separation then reappears in the
4.3 The Interaction Footprint strongest interactions obser:ed to date (Fig. 6h), but

in a diffci ent position, noticeably closer to the fin than
4.3.1 Limiting Streamline Pattern previously. Zheltovodov et al. were the first to
Returning to Fig. 4, the "footprint" of a bk-ijp-' . observe this behavior, and have invested considerable
generated swept interaction, ie its pattern of limiting effort in trying to understand it. Their experiments
streamlines on the flat plate, is illustrated with defini- with sand-grain roughness applied to the interaction
tions of nomenclature. Four important features are region appear to demonstrate that the initial behavior
identified by their conical angles: the upstream influ- of secondary separation is related to laminar, transi-
ence line U, the primary separation line S1, the tional, and then turbulent reverse-flow in the swept
primary attachment line A,, and the secondary separa- separation bubble. They also ascribe the re-
tion line S, The upstream influence line, being the appearance of secondary separation (Fig. 6h) to the
forwardmost extent of the interaction, has been the development of supersonic reverse flow in the separat-



ed region with an imbedded normal shock wave. This Fig. 4 illustrates how the conical lines of the interac-

was first reported by Zubin and Ostapenko (Ref. 16), tion footprint all emanate from a common vertex, the

though no clear image of it was shown. Very clear virtual conical origin or VCO. This origin, which is

images confirming this hypothesis have recently been the center of the spherical coordinate frame shown in

obtained by AM and Settles (Refs. 16 and 47). Fig. 2, lies somewhat ahead of the actual fin leading-
edge due to the presence of the inception region,

Another, even more serious, problem with secondary which is also indicated in Fig. 4 by its length, L,.
separation is that it usually appears without the visible
accompaniment of secondary attachment! This Zheltovodov et al. (Ref. 26) proposed correlations for

topologically-impossible situation is probably due to a the conical angles of upstream influence 6,, and

very small angle between secondary separation and primary separation f,• in terms of the inviscid shock

attachment, such that they appear as a single feature. angle &0. Incipient "smal'-scale" separation, as defined

Zheltovodov (Ref. 48) has obtained evidence of both in the previous section (Fig. 9), is used as a basis for

secondary separation and attachment in an extremely- these correlations, and is denoted by an asterisk. The

strong fin-induced turbulent boundary-layer interaction correlations are:
at Mach 4 and c = 30.6*. The surface flow pattern of
this interaction, shown in Fig. 10, was traced directly P3(p 0 - PO-) (3)

from an enlargement of an oil-flow photograph
provided by Zheltovodov, since the photo itself would
not be likely to reproduce well enough to show the
features described. Nonetheless, distinct secondary - = - - 0.0i•(o - po9 (4)

separation and secondary attachment lines are clearly
visible with an angle of 1 or 2 degrees between them. one confusing factor is that two forms of the f

This evidence confirms, in the opinion of the present correlation were given, one for laminar and the

author, that secondary separation actually can occur in second for turbulent reverse-flow. Since it may not be

this class of interactions, given the proper circum- easy to determine which form to use, it is suggested

stances. A local maximum appears at this secondary here that supersonic interactions with freestream unit

separation/attachment location in measured skin- Reynolds numbers on the order of 107/m or higher

friction distributions (Refs. 49 and 50). A local use only the turbulent form, which is the one given

flowfield disturbance also appears in the vicinity of above as Eqn. 4. The correlations of Eqns. 3 and 4

this location in conical shadowgrams and interfero- are based upon many experimental points obtained at
grams of the flowfield (Refs. 24, 25, and 47). Novosibirsk in the Mach 2-4 range. However, Schmis-

seur (Ref. 51) also compared them with his data,
obtained at Mach 5, and found good agreement.

4.3.2 Surface Pressure Distribution
Many investigators have measured the surface pres-
sure beneath the footprint of the interaction. Its
"classical shape, measured in the proper crossflow
coordinate frame for a well-separated interaction, was

already shown in Fig. 5. The peak pressure, just
ahead of the fin, is of interest because it overshoots
the maximum pressure, p2, expected behind the
inviscid shock wave. Several attempts have been made

to derive expressions for the peak pr,-qsure ratio,
pp,/p.. For example, according to Hayes (Ref. 52):

Spp•/p. = M42" (5)

Scuderi (Ref. 53), Zheltovodov (Ref. 18), and Lu
(Ref. 27) proposed similar expressions. Most recently,

.. 7 Lu (Ref. 54) has reexamined this issue in the light of
current knowledge, to be discussed below, about the
detailed structure of the fin interaction flowfield. He
arrived at a physically more meaningful, though less
explicit, approach to predicting pp,./p,. His summary
graph is reproduced here as Fig. 11, which shows a

comparison of available data and prediction methods

Fig. 10 - Tracing of Surface Pattern of Zheltovodov's for this quantity.
Mach 4, a = 30.6* Interaction.



nature of the fin interaction was genersaly recognized,vHayes (1977)

Zubin & Ostopeoko (1979) so they cannot be faulted for overlooking this.
6 Low (1975)
* Oskom (1976) In light of the prcsent knowledge of quasiconical
o Neumann & Burke (1969) interaction symmetry, Lee et al. (Ref. 57) assumed
* Holden (1984) that c. asymptotes to a constant value along a conical

-- Hayes (1977) ray outside the interaction inception zone, as was
-Scuderi (1978) shown experimentally by Rodi and Dolling (Ref. 58).

15 - Zholtovodov (1982) Al, This enabled them to propose a much-simpler data
-- Lu (1988)

- Lu 1198 correlation in terms of cs,/ 1 cao vs. Me only. This cor-
, 10'- P- S relation is demonstrated in the graph of Fig. 12. The

C. data of Lee (Refs. 57 and 59) are shown by solid
Symbols, while -ther available data (cited by Lee et
al. in Ref. 57) are shown by open symbols. Taken

0.0 together, these data approximately describe a linear

1.0 1.5 2.0 2.5 3.0 3.5 relationship within their overall scatter. The e..uation
Mn of the line shown in Fig. 12 is:

Fig. 11 - Interaction Peak Pressure Ratio vs. Normal
Mach Number (per Lu). CtACh. = 3.7MU-2.7 (8)

Zheltovodov et al. (Ref. 55) also proposed a new
expression for the peak pressure ratio based on their This relationship was proposed by Lee el al. as a
quasi-2-D free interaction analysis: simple empirical guide for peak heating in sharp-fro-

generated interactions with turbulent boundary layers
outboard of the inception zone near the fin lead-

PptJP. = 1.3 (p2 /P1 ) - 0.3 (P21Pj)1  (6) ing edge. No such simple relationship is possible

inside the inception zone.

They developed a method to predict not only p., but 10

also the entire shape of the interaction-footprint 9 Lee M=4

pressure distribution. C Podi M=5
0 Law M=6

43.3 Heat Transfer Distribution o oskarn M=3

The peak heat transfer rate in the interaction footprint 8
occurs at the same location as pp, and is often linked " 6 6

to it by simple calculation schemes. For example, T

Holden (Ref. 13) correlated the results of several T W
swept-interaction heat transfer experiments with: C= 4

cAPh1* / =P ("PI)) 2

While such expressions lack a fundamental basis, they 1.0 1 5 2,0 2.5 3 0

are of practical importance in predicting high aero- Mn
thermal loading due to interacting flows on high-speed
flight vehicles. One difficulty lies in the fact that the Fig. 12 - Interaction Peak Heating Correlation (per
knowledge of peak heat transfer can be no better than Lee et al.).
that of the peak pressure in an expression such as
Eqn. 7. A somewhat more fundamental peak heating The data shown in Fig. 12, from which Eqn. 8 is
correlation was developed by Neumann and Hayes derived, were chosen from the available literature
(Ref. 56), which gives the peak heating as a function because their accuracy is reasonably documented and

of both normal Mach number M. and position x/6 because it can be demonstrated that they were ob-
downstream of the leading-edge of the fin. The initial tained outside the interaction inception zone. Heat
variation of heat transfer near the fm leading edge is transfer data at hypersonic freesueinm Mach numbers
now easy to recognize as a 3-D effect of the growth of are available (eg Refs. 60 and 61), but are not includ-
the interaction inside its inception zone. The work of ed in Fig. 12 because, unfortunately, this latter condi-
Neumann and Hayes was done before the quasiconical tion cannot be satisfied. The reason for this appears
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to be that very high Reynolds numbers, and conse- D. D. Knight. It should be noted here, notwithstand-
quently long distances downstream of a flat-plate ing, that no serious discrepancy between measured
leading edge, are generally required to produce an and computed peak c, values occurs in such
equilibrium turbulent boundary-!ayer in hypersonic comparisons. In Ref. 50 a stronger interaction case
wind tunnel testing. For this reason such a boundary- (Mach 4, a = 20") was shown, in which the
layer tends to be comparatively thick at the location of computations appeared to underpredict the data by
the swept interaction, which naturally leads to a large 50%. This led the authors to conclude that the com-
inception zone (see the next section). The dimension- putations failed systematically as the interaction
al limits of the hypersonic test models used so far strength increased. This conclusion was z.7 urfortu-
have thus precluded the taking of data outside the nate one, as it has since been learned (Ref. 62) that it
inception zone. was the measurements, not the computations, which

were in error in this instance. In fact, reasonable
4.3.4 Skin Friction Distribution agreement ot skin friction data and CFD prediction
Finally, the skin friction distribution in the interaction occurs irrespective of interaction strength.
footprint is of similar interest. Until recently, no
suitable instrument was available to make such 4.4 Reynolds Number Effects
measurements accurately. The development of the As it happens, the effect of Reynolds number on
Laser Interferometer Skin Friction (LISF) meter (eg. swept interactions in general is simpler than was first
Ref. 49) is discussed later in this paper. For the imagined. According to the dimensional argument
present, only the results of this instrument are pre- given earlier, only the inception length to qu4asiconical
sented. flow will be affected by Reynolds number (provided,

of course that Re is high enough to ensure that the
LISF skin friction measurements have thus far been interaction remains fully turbulent). Early concerns
made in both supersonic (Ref. 50) and hypersonic about the fact that 6 varies along the swept
(Ref. 61) turbulent fin interactions. The inherent interaction line were essentially unfounded to first
quasiconical symmetry of these flows has been taken order, as demonstrated by both the swept-leading-
addvantage oi ai order to limit the number of measure- edge-plate experiments of Dolling et al. (Ref. 63) and
ment points and to present the results conveniently in computations by Knight (Ref. 64). Apparently only
terms of the angle t. An example from Ref. 50 is the freestrearn Reynolds number and the incoming
shown in Fig. 13. boundary-layer thickness at the fin leading-edge

location are involved in the dimensional interplay
.007 which establishes L,, beyond which the interaction
.00 LISF with repeataility bar becomes purely conical. Newcomers are cautioned

that normalizing any linear dimension that one ma)
arbitrarily define in the conical-flow region of the

.004 interaction by the local incoming boundary-layer
Cf thickness is not only incorrect according to prescn,

understanding, but also highly misleading.
.0020 Fin The original Reynolds number scaling law (Rcfs. 1
.0013 Oiu ýI45, and 46) for the upstream influence of general

, Iswept interactions at Mach 3 was given in terms of
15 20 25 30 3 40 nondimensional lengths tangential and normal to the

swept shock as:
Fig. 13 - Skin Friction Coefficient vs. fi for Mach 4,
a = 16' Interaction. (I./6 Re8__ 3)u /M . f [(lI a Re6&V3)ul (9)

This Figure shows that the skin friction rises
dramatically from its incoming level to a peak at the or
rear of the interaction, near the fin. It thus behaves
in much the same way as do the surface pressure and
heat transfer. For the moderately-strong interaction (L()1M 1  f [(L5)u] (10)
case shown, the peak skin friction is about six times
the incoming flat-plate value. A small discontinuity in This general rule is compatible with all quasiconical
c, is also seen near the secondary-separation line. sharp fin interactions, though it may appear somewhat

clumsy. However, since the sharp-fin interactions
Results of several computational simulations of this under present consideration have no other
flow were also presented in Ref. 50. A discussion of characteristic length dimension, Eqns. 9 and 10 apply
such computations is given elsewhere in this report by only to the inception length. Further, since the scaling



by (l/5)Re,"t is applied uniformly in two orthogonal The same Reynolds-number scaling phihosophN has
directions in the interaction footprint, it amounts to a been shown to be effective for the flo f teld features
simple scale transformation. That is, the dimensional of sharp fin interactions (Ref. 68) and other swept
scale of the footprint expands or shrinks without interactions, as well as for their footprints. Eqns. 9-11
geometric distortiot Cie to changes in the values of Re were even applied successfully to a laminar interaction
and a. Since it is intuitively obvious that conical flows (Ref. 20), though with a different (negative) value of
are invariant to a scale transformation (see, eg, Ref. the scaling exponent. Recent work (Ref. 69) further
65), we see once again that only the inception length reveals that the empirical 1/3 exponent for turbulent
can be affected by such changes in the values of Re interactions in Eqns. 9-11 is essentially constant within
and 6. Thus Eqns. 9 & 10 simplify to: the Mach number range of 2.5 to 4.0, so long as

equilibrium flat-plate boundary layers are solely
considered. Inger (Ref. 70) has noted that this
exponent is expected to vary if significant variations in

Re5 -• (11) the wake-strength parameter of the incoming
M. boundary layer occur.

60

for the special case of sharp fin interactions. 0
2.47 0

Examining Eqn. 11, we see that small dimensional 40 2.95r 3.44 0•
inception lengths will result when the Reynolds i .
number is high and the initial boundary-layer is thin.
Similarly, flows with thick boundary-layers at 20 A-
comparatively-low ReynoidN numbers can require 1 '
rather large dimensional distances outboard of the fin 10.

leading-edge to achieve conical symmetry. This .. ..... ,

simple distinction has been widely misunderstood, 20 25 30 35 40 4,
resulting in confusion over whether or not a particular go, deg.
experiment or computation extended far enough
outboard to reach beyond the inception zone into the Fig. 15 - Inception Length Scaling in Terms of Inviscid
region of conical flow symmetry. So, for purposes of Shock Angle.
illustration, a classic example adapted from Oskam et
al. (Ref. 66) is reproduced here in Fig. 14. The Finally, the detailed behavior of the inception lengih
experiment by Token (Ref. 67), though performed in sharp fin interactions in the Mach number range
with an enormous 1-meter-long fin, remains firmly 2.5 _< Moo :5 4.0 was examined by Lu and Settles
imbedded in the inception zone near the fin leading (Ref. 71), and was found to be primarily a
edge! The experiments of Oskam and Zheltovodov function of the shb-ck angle, #,, when Re 6 -
(Refs. 66 and 26), while carried out in much smaller constant. (This is compatible with Eqn. 11,
test facilities with smaller physical models, nonetheless since M,, M.o, and & are intimately related.) As
covered a far broader region of the interaction illustrated in Fig. 15, for strong interactions (large O)
footprint in nondimensional terms. the inception length almost vanishes, producing an

3 ."interaction with nearly complete conical flow

M=3.7 . everywhere. Since L, describes an asymptotic change
, am 12" from a curved to a straight line of upstream influence,

o major differences in its level have been reported due
to differences in the philosophy of data analysis of
various investigators (or even co-authors of a single

-4 .work). Ref. 71 also gives data on the location, relative

to the fin leading-edge, of the virtual conical origin
Li -- (see Fig. 4). Note that Fig. 15 should not be expected

"to hold outside its Mach number range of validity.
I l/IOskamn

4.5 Mach Number Effects and Interaction Strength
Per the discussion of conical symmetry, M. is the first-

Token, 6:140- Zheltovodov order strength parameter of swept interactions which
1 2 3 4 5 6 7 combines the effects of both M and a. Either an

Fin 1e. lx/lR". 10" increase of Moo at fixed a or of a at fixed M.

Fig. 14 - Plot of Dimensionless Interaction Footprint produces a stronger shock and thus a stronger
Showing Measurement Zones of Various Studies. interaction, since M, grows larger in both cases.
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Once a nonlinear growth rate of upstream influence4 M_ INITI with inviscid-shock angle i accepted, the paradox of

LINEAR GROWTH. very weak interactions with large upstream influence
30{ 02.47 -angles (Ref. 17) is immediately removed. Instead, the

3 2.95 ,
A 2 3.44, upstream influence angle is seen to grow regularly.

20 4V 3.95 -though nonlinearly, from a value of zero at zero shock
fU, _- strength in Fig. 16. In this immediate vicinity, howev-

deg. 1°!- - u er, there now exists the possibility of a linearized
10 T 0 . solution for weak interactions, where experimental

"= 2.2A90 -0"027,o data are sparse. This initial linear growth rate of the

0 5 1o 15 20 25 interaction is indicated in Fig. 16

A#., deg. Ref. 34 also confirmed Morkovin's hypothesis (Refs.

72 and 73) over the Mach number range investigated:
Fig. 16 - Scaling of Reduced Upstream Influence with The effects observed were entirely due to inviscid
Inviscid Shock Angle (per Lu et al.) constraints imposed by the outer stream, with no

noticeable effect of compressibilitN on the turbulent
Unfortunately, few systematic interaction experiments nature of the interaction up to at least Mach 4.
have been performed with variable Mach number, due
primarily to wind-tunnel nozzle limitations. Prior to 4.6 Conical Similarity Law
the last decade or so, most of the available data were A parametric study of 24 different swept- and un-
at Mach 3 only. However, two significant variable swept-leading-,ýjgc fin iuteractions at Mach 3 was
Mach number supersonic datasets have recently carried out by Settles and Lu (Ref. 21). The analysis

become available, one from ITPM- Novosibirsk (Refs. of these results showed that the conical footprint
15, 18, 26, 43, and 55) and the other from the Penn angles of the entire set of interactions depended only
State Gas Dynamics Lab (Refs. 21, 27, 34 and 47). on the angle, 680, of the inviscid shock wave irrespec-

tive of either a or the leading-edge sweepback angle.
Lu, Settles, and Horstman (Ref. 34) examined the This simple similarity of interactions due to

relative behavior of the inviscid shock wave and the geometrically-dissimilar shock generators was unique
upstream influence line over the range 2.5 < at the time, and was dubbed "conical similarity." It
Mo, _< 4.0, and found that the Mach number has since been extended to other geometries, including
effect could be most simply accounted for by semicones and swept compression corners (Ref. 1).
referencing both R, and flo to the freestream The principle of conical similarity allows the scaling
Mach angle, po. , and then observing their behavior laws discussed in this paper for the archetypical sharp-
with respect to the fin angle-of-attack. This fin interaction to be applied to a broader context of
demonstrated clearly that upstream influence cannot quasiconical swept interactions.
vary linearly with shock angle, though such a linear
relationship had been assumed in previous studies due Zheltovodov et al. (Refs. 26 and 55) and Stollery et
to insufficient data. al. (Ref. 74) have recently done extensive experiments

with swept-leading-edge fins, achieving similar results.
Fig. 16 shows the accumulated data of Ref. 34 in All such investigations require kiuiwledge of the angle
terms of a reduced upstream influence parameter, at which the inviscid shock intersects the flat plate,
Aflu = (fit - IA.), plotted vs. the reduced shock since this is the reference line for the entire
strength parameter A,8 = (,8, - ju,). A least-squares interaction. These shock anglcs are not known a
curvefit through the data yields the following relation- priori for swept-leading-edge fins, and were measured
ship in each of the above studies by way of delta-wing

models mounted in the freestream flow.

A&Pu = 2.24 Io - 0.0274 1302 (12) 5.0 FLOWFIELD STRUCTURE

Early models of the off-the-surface flowfield structure
Though based on data in the Mach 2.5 to 4.0 range, of sharp fin interactions, eg Refs. 15 and 66, identified
this relationship has been compared with Mach 5 some salient features such as the bifurcation of the
sharp-fin data by Schmisseur (Ref. 51). He found that inviscid shock into a "A-foot" and the development of
it underpredicted his data somewhat, while the a helical separation vortex. However, the lack of
upstream-influence correlation of Zheltovodov et al. optical flowfield visualization in such highly-swept
(Eqn. 3) did a better job. The latter correlation flows was sorely missed, and the flowfield models
covers a similar Mach and Reynolds-number range as were crude and incomplete. Zubin and Ostapenko
in Ref. 34, but extends to significantly higher values of carried out the first conical shadowgraphy experiments
ca (ie stronger interactions), in fin interactions, but their results were only briefly



reported in the open literature (Ref. 16), and only
became available in the West in complete form (Ref.
75) within the last 3 years. Recently, extensive optical
studies have be..n carried out at Penn State (Refs. 24,
25, 47, 76, and 77) using conical shadowgraphy,
conical holographic interferometry, and planar laser .. .5
scattering (PLS) techniques. These studies have
produced a very clear view of the detailed flowfield
structure.

Fig. 18 - Conical Shadowgram of Mach 3, a 20*
Interaction Structure.

Fig. 17 - Projection of Quasiconical Interaction
Flowfield onto Spherical Polar Coordinate Surface. Fig. 19 - Conical Holographic Interfcrogram of Mach

3, a = 160 Interaction Structure.
To avoid confusion, a 3-D sketch of the conical
flowfield projection onto the spherical coordinate
surface is shown in Fig. 17. This view, of course, is
normal to the conical rays of the interaction, and may
be seen as a closeup view of the interaction in the
coordinate frame shown earlier in Fig. 2. If the
conical projection is peeled from the sphere and
pressed flat, one obtains the current model of the
flowfield structure. In such a case the Mach number
normal to the inviscid shock, for example, will be the
normal component M. which is tangent to the sphere.
Although the direction of M, is left-to-right in Fig. 17,
all succeeding pictures of the interaction structure will
be rendered with the flow in a right-to-left orientation.

Fig. 20 - Planar Laser Scattering (PLS) Image of
Figs. 18-20 show 3 conical shadowgram, a conical Mach 3, a = 16" Interaction Structure.
holographic interferogram and a PLS image,
respectively, of the detailed flowfield structure typical separation shock, causes the separation of the
of a separated sharp-fin interaction (from Refs. 24,25, incoming turbulent boundary layer at the primary
and 47). Fig. 18 depicts the Mach 3, a = 20* separation line, S, (indicated in Fig. 21). The
interaction while Figs. 19 and 20 depict the Mach 3, separated free shear layer is deflected away from the
a = 16* case. The techniques used to obtain these flat plate by the separation shock, then back toward it
images are described in later sections of this paper. by the rear leg of the A-shock. The separated free
For comparison purposes, Fig. 21 presents the Mach shear layer then rolls up into a tight vortex, the core
3, a = 160 physical flowfield model in (flO) of which is dearly seen in Fig. 19 and indicated in Fig.
coordinates from Ref. 47. 21. Note that the entire incoming boundary-layer is

separated from the flat plate and rolled up in thisI The inviscid shock is seen to bifurcate into a "A-foot" vortex, a fact which has strong implications for the
in Figs. 18-21. The forward leg of the A, known as the
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performance of high-speed inlets with such hyperbolic, by reflected Prandtl-Mccr expansion and
imtcractions occurring on their sidewalls. compression fans. The appearance of this impinging

I I"-- streamtube is strongly reminiscent of a curved high-
M =-2.95 IVISCID speed jet, and is henceforth referred to as the

12- ax= 16 WAVE "impinging-jet" phenomenon. (Given the reduction in
M 1F64 Mach number through the two oblique shocks of the

FLOW lambda-foot, starting from an initial value of M., the
8-/ local Mach number in this jet is transonic in the

normal plane for the supersonic-fresitream inter-
,. actions under scrutiny.

SHOCK The structure of this jet impingement is highl.

va T 'X 2-- reminiscent of that produced by an Edney (Rcf. 78)
"-i .- "25 30' . 3 \ 40' t type-IV leading-edge shock impingement. Upon

A, . s, s, U1 comparison, the shock bifurcation and jet
___impingement of the two interactions arc observed to

"be closely similar (Ref. 79). The reason foi the peak
Sp/p heating, pressure, and skin friction in the rear part o',5C/C

" i' 2 the fin interaction is now clear: Edney-type jet

2 5 -impingement is known to produce peak heating rates
S\\ • which can be at least an order of magnitude above

normal. The swept-interaction surface-pressure peak
discussed earlier (see Figs. 5 and 21) is therefore
actually imposed upon the flat-plate surface by the

20 2 -- outer flow structure. High peak fluctuating-pressure
3 2 5 30 3 0 45

loads up to 160 dB have also been measured near the
attachment-line of these interactions (Rcf. 8t)).

5 Fig. 21 - Mach 3, o = 160 Flowfield Map and Surface
U Distributions (per Alvi & Settles). In the reverse-flow direction, the strong favorable

pressure gradient ahead of the wall-pressure peak
Aft of the separation bubble in Figs. 18-21, the flow is beneath the impinging jet accelerates the rcvcrse-flow
observed to impinge upon the flat plate, forming the forward. For sufficient interaction strengths, this
line of attachment A, where some flow is directed reverse flow goes locally supersonic and then "shocks
back upstream in the normal plane. This reverse-flow dowa," generating a small internal normal-shock (see
then encounters secondary separation at S, as Ref. 24 for illustration) and producing the aft-located
indicated in Fig. 21. secondary-separation first described by Zheltovodov

(Ref. 18). Also, for sufficient iateraction strengths, the
Beneath the flowfield map of Fig. 21, the impinging-jet itself becomes sufficiently supersonic
corresponding surface distributions of static pressure that an internal normal shock wave is seen before the
and skin friction are plotted to the same ,8- jet impinges on the plate (Refs. 24 and 47).
scale. These distributions show a gradual rise from the
freestream values of c, and p/po in the forward part Using M. and p2/p, as interaction strength
of the interaction, followed by a rapid climb to peak parameters, as described earlier, the test matrix of the
values to the rear. For even stronger interactions optical flowfield investigations of Alvi and Settles
(Fig. 13 and Ref. 47), the surface properties display (Refs. 24 and 47) is shown in Fig. 22. The curve
a long, gentle rise leading up to a rapid climb to a shown is simply that of the pressure ratio across an
strong peak near primary flow attachment. These oblique shock, but the points indicate the relative
features become even more exaggerated at hypersonic strengths of the six distinct interactions studied, which
freestream Mach numbers (Refs. 60 and 61). span the range from weak (ie barely separated) to

very strong. Four flow-regime boundaries are also
What is really new in the flowfield images and model indicated in Fig. 22, corresponding to incipient
of Figs. 18-21 is the fate of the streamtube of outer, primary and secondary separation, the appearance of
inviscid flow subtended by the separation shock below a normal shock in the impinging jet, and the onset of
its triple-point intersection with the main shock wave. a supersonic region in the reversed-flow bubble.
This streamtube is also deflected upward by the
separation shock, then downward by the rear The flowfield features of Figs. 18 and 19 line up so
lambda-foot shock. Having no place else to go, the well under properly-aligned conical optical probing (a
streamtube curves downward and impinges directly technique to be described later in this paper) that
upon the flat plate, as seen unequivocally in Fig. 20. there can be little doubt about the almost-perfect
This is accomplished, since the nature of the flow is



conicity of strong sharp-fin interactions outside the quarters near the fin-plate intersection in high-Mach-
inception zone. In support of this assertion, Fig. 23 number interactions, then lead to a spectacular peak

shows excellent agreement in spherical polar in pressure, wall shear, and heat transfer at the rear

coordinates between the Mach 4, a = 20" flow- of the interaction. Such an example is shown in Fig.

field structure derived from two Planar Laser 24 (from Ref. 60), though it should be noted that this
Scattering "cuts' separated by 33 mm of conical ray hypersonic interaction is atypical of those shown thus
length. Both cuts were taken outside the inception far, since the entire lambda-foot structure is

zone and the VCO location was 21 mm ahead of the embedded within the boundary layer.
fin leading edge in this example.

NL,-,o Flo, Ma It 4ý 2
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Fig. 24 - Pitot-Pressure Contours for Mach
- - 8.2, a 15* Interaction (per Kussoy et al.)

| t

Fig. 22 - Interaction Test Matrix of Alvi and Settles.

Sz5 - Fig. 25 - Conical Holographic Interferogram of Mach

f3 2.35, a = 7* Interaction Structure.

Fig. 23 - Overlay of PLS Cuts at Different Locations. Conical holographic-interferometry visualizations
(Refs. 25 and 76) have also revealed the flowfield

A significant conclusion of the Penn State optical structure in weak interaction cases, as illustrated here
studies of sharp-frin interactions reviewed here (Refs. in Figs. 25 and 26. Fig. 25 shows a case below the
24, 25, 47, 76, and 77) is that the interaction structure incipient separation limit whose flowfield structure is

(ie lambda-foot, vortical separation, and impinging almost featureless. there is some gradual compression
jet) develops very rapidly once the shock strength for prior to the inviscid shuck meeting the boundary layer,
incipient boundary-layer separation has been but the overall effect upon the latter seems minimal.
exceeded. On the other hand, once these features are Slightly beyond incipient separation, Fig. 26, the
present, further increases in shock strength cause only lambda-foot is clearly seen but the core of the
second-order structural changes in the flowfield, such separation vortex, -uriously, is located well aft of the
as those discussed in relation 1o Fig. 22. Strong rear lambda-foot shock. In such a case the impinging
interactions tend to have very long regions of jet structure is quite long and approaches the flat
comparatively gradual flow changes from the plate at a shallow angle. For somewhat stronger
separation line up to the inviscid shock. The rear interactions, Figs. 18-21, the archetypical separated-

shock and impinging jet, being 'cramped* into tight interaction structure, discussed earlier, is observed.
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- - that the separation shock wave angle for aý
aiteractions studied at Mach 3 and 4 corresponds to
a flow-deflection angle between 8 and 12 degrees, as
predicted by "free interaction" theory (Refs. 26, 83,
and 84). This fact contributes to the rapid lateral
spread of the interaction Ftructure with increasing
Mach number, since the separation-shock angle grows
smaller. The angular height of the lambda-foot triple-
shock intersection point, 0,, was then found by AMv

0 to be related to M. and the freestream Mach angle
by:

-0.17 - 0.30M. (13)

However, the lateral angular extent of the interaction
failed to correlate simply in terms of M.. This is

Fig. 26 - Conical Holographic Interferogram of Mach because, Alvi found, the aft section of the interaction,
3, oe 10' Interaction S'tructure. between the triple-point and the tin, is quite sensitive

to the fin proximity. By dividing the lateral spread of
the interaction into two segments (AP, and A,6,

-~ shown in Fig. 28), he was able to show that this aft
segment, characterized by A#, , scales according to:

- Afl~t(f30-ci) -0.6 0.63M. - 0.12M 2  ('4)

PTP

Fig. 27 - Flowfield Density Map of Mach 3, a = 16:
Interaction. _

Quantitative flowfield density maps were extracted Af-2
(Ref. 76) from conical holographic interferograms
such as those just shown. An example is reproduced
here as Fig. 27, corresponding to the interferogram
shown previously in Fig. 19 for the Mach 3, 16 degree Fig. 28 - Flowfield Diagram Defining Afl, and AB,.
interaction. These results are believed to be the first
quantitative, non-intrusive flowfield data ever obtained In contrast, the forward segment of the interaction
in a swept shock/boundary-layer interaction. The structure, characterized by A,6,, scales purely with Mý
highest density level in the flowfield occurs at the jet- according to:
impingement location in Fig. 27. In contrast, the core
of the separation vortex, consisting of "warm" air
originally from the boundary layer, is a zone of A02 - -23.1 + 26.0M. - 4.4M2 (15)

comparatively low density.
When thus considered in a "piecemeal" or zonal

Comparisons of these flowfield data with compu- fashion, the scaling of the interaction structure with
tational Navier -Stokes solutions have been made, eg, Mach number and fin angle becomes clear. The
in Refs. 28 and 81. The details of such comparisons reader should note that M. has been taken as a first-
are discussed by D.D. Knight elsewhere in this report. order indicator of interaction strength in this paper,

and is the principal independent variable in Eqns. 13-
Fina!ly, Alvi (Ref. 82) examined the quantitative 15 as well. However, Eqn. 14 clearly shows that the
growth of the flowfield structure with shock strength interaction has a residual dependence upon a as well
for turbulent interactions at Mach 3 and 4. He found as upon M. , so that the use of M. alone as a scaling

parameter for interaction strength is an over-
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simplification. The reader should also note that Eqns. conditions. For example, an oil film often remains
13-15 are not necessarily expected to apply outside the wet throughout a wind tunnel test and then smears

range of Alvi's (Ref. 82) experiments, upon which they upon tunnel shutdown. One must consequently
are based. photograph the oil-flow pattern during the test

through available tunnel windows, which often
6.0 EXPERIMENTAL METHODS introduces optical distortion and resolution loss.

Further, a buildup of oil occurs at flow separation
6.1 Wall Pressure Measurements lines which can produce anomalous patterns due to
Of all measurements in shock/boundary-layer inter- competing wall shear and pressure-gradient-induced
actions, mean wall static pressure measurements are buoyancy forces (Ref. 83, Appendix).
the most straightforward. Traditionally, miniature
pressure taps consisting of holes drilled normal to the Thus a particular dry-transfer technique has evolved
test surface are used to sense the mean wall static for the visualization and measurement of surface
pressure. According to Prandtl's boundary-layer ap- streaklines beneath swept shock interactions and
proximation of the y-momentu i, equation, static similar flows (Refs. 88 to 90). This technique
pressure is propagated without change across a thin produces a streakline pattern which dries during a
viscous layer at a wall. The technique is used in brief wind tunnel test and is subsequently preserved
practice even when the boundary-layer is separated, in without photography.
which case it is the near-wall static pressure of the
separation bubble which is being sensed. Examples of A thick mixture (between 1:4 and 1:1, depending on
such surface pressure distributions in swept inter- test conditions) of a dry pigment and a volatile carrier
actions have already been shown in Figs. 5 and 21. fluid is applied to wind tunnel surfaces upstream of

the region to be visualized. The flow spreads this
The pressure taps in the test surface are connected by mixture over the test surfaces, forming streaks which
tubing to individual pressure transducers or, more dry before the airflow is stopped. The very thin
often, to a single transducer by way of a rotating coating of pigment remaining on the surface is then
pressure scanner such as the Scanivalve."' A typical lifted off and preserved using ordinary transparent
Sanivalv"* .stallation can sense 48 pressure taps in a matte-acetate adhesive tape. Because the pattern is
few seconds, making it suitable for intermittent as well extremely thin, problems with buoyancy forces on
as continuous wind tunnel testing. Electronic pressure liquid accun'ulations on the test surfaces are avoided.
scanners have also become available recently. Surface-flow visualization of nominally steady
Pressure measurements are both time-honored and boundary-layer flows using an evaporating carrier fluid
central to high-speed wind tunnel technique. They are can therefore be considered to be nonintrusive.
only mentioned here, the reader being referred to a
text such as Pope and Goin (Ref. 85) for more detail. The most suitable carrier fluid for supersonic testing

in cold tunnels is found to be ordinary kerosene (Refs.
The measurement of time-dependent wall pressures by 88 to 90). Kerosene is quite volatile at the near-
way of miniature piezoelectric transducers is outside ambient surface temperatures and sub-ambient static

the scope of the present paper, and is covered pressures typical of such facilities, so that it typically
elsewhere in this report in the paper by Dolling. One evaporates within 5-20 seconds of the beginning of a
should also bear in mind that the mean-pressure wind tunnel run, this time being determined by
measuring method just described produces an ill- observing the pattern formation. (Gasoline was also
defined response when the pressure tap lies beneath tried, but was observed to boil away immediately upon
a bimodal phenomenon such as an intermittent the static-pressure drop which accompanies tunnel
separation region. Excellent examples of this are startup.) Other wind tunnel facilities with different
given in the paper by Dolling. operating conditions may require more or less volatile

carrier fluids, for which purpose a wide variety of

6.2 Surface Flow Visualization hydrocarbon distillates is readily available. For
One of the simplest but most useful of all flow example, the heated hypersonic flow of Ref. 61
visualization methods is that of surface streakline resulted in a model temperature well above ambient,
tracing using liquid indicators (Refs. 86 and 87). At which required the use of a less-volatile carrier fluid
one time a mixture of fluorescent dye and machine oil (vacuum-pump oil).
was so commonly used for this purpose that the entire
class of surface-flow visualization techniques came to The pigment material may be, in principle, almost any
be referred to by the term "oil flow." Today, however, finely-divided powder. However, experience (Refs. 88
this class of techniques comprises a wide variety of to 90) has shown that ultra-fine particle diameters in
carrier fluids and pigments. the range of a few pm and smaller do not produce the

best patterns. Similarly, large particles on the order
While generally effective, the oil-flow technique of 100 pm diameter or larger disturb the boundary
nonetheless suffers drawbacks under certain testing
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layer excessively. There is thus a range of particle While the fine detail of this pattern is beyond the
sizes where this method is most successful. The resolution of the printing process, measurements with

extremely-fine particles of oil-paint pigments or food 200 pm or 0.1 deg accuracy can be made from the

dyes do not streak properly, resulting instead in a full-sized original. Such patterns have been

featureless smear. Ground carbon-black or powdered, instrumental in the swept-interaction research which

colored chalk seem to produce the best results. wa-, reviewed earlier in this paper. They constitute
the single most important source of data from which

For complex flows, combinations of different color the Reynolds number and Mach number scaling laws

mixtures are helpful in following the surface streakline and the conical similarity principle for swept

pattern development (Ref. 91). This reference interactions were first derived (Refs. 21, 26, 27, -34, 46,
includes a printed comparison of a color and a 69, and 71). Topological rules are applied to interpret

monochrome image of the same shock/boundary-layer such surface patterns (eg Refs. 7 and 12).

interaction footprint for comparison. Contrasting
colors are used, for example, to highlight the primary 6.3 Conical Shadowgraphy
flow separation line. Color offers several advantages Optical shadowgraphy (see eg Ref. 87) is a well-
in pattern visibility and interpretation which, known and widely-used tool for the visualization of
unfortunately, must be weighed against the expense of high-speed flows. The technique is usually straight-
reproducing color images. forward and inexpensive, and is notable for its ability

to reveal strong refractive index gradients produced by

Once a pattern is formed, it is conveniently preserved such flow phenomena as shock waves or turbulent
using a large rectangle of matte-acetate adhesive tape, eddies. Ordinary shadowgraphy is usually done with
which is commercially available in widths up to at a collimated light beam originating from a "point"
least 20 cm. Such a square of tape is placed carefully source (ie a source of high spatial coherence). The
upon the dry pattern, rubbed vigorously with a soft information in the shadowgram results from an
cloth, peeled off, and preserved by pressing on white integration across the flow through which this beam
paper. The result is an undistorted, full-scale pattern passes. Thus the shadowgram interpretation can be
of the surface streaks, from which quantitative straightforward only for those flow disturbances which
measurements may be made. lie parallel to the light-beam axis, namely, planar two-

dimensional flows. However, it is well-known that
"a=• 15 disturbances in a uniform, inviscid supersonic flow

exhibit conical rather than planar symmetry. The
"usefulness of parallel-light shadowgraphy to investigate
such conical flowfields is thus quite limited.

"For some time it has been known that the optical

diagnosis of conical flows depends critically upon
placing the illumination in the proper conical

C framework, without which little or nothing is likely to

7- -be seen. Love and Grigsby (Ref. 92) first
accomplished this by arranging for their conical delta-
wing flow and a conical light beam to have common
vertices. Subsequent work (Refs. 93 and 94) similarly
"dealt with flows over conical wing planforms. The use

Fig. 29 - Kerosene-Lampblack Footprint Trace of of conical shadowgraphy for the optical diagnosis of
Mach 3, ot = 150 Interaction. swept shock/boundary layer interactions was first

reported by Zubin and Ostapenko (Refs. 16 and 75).
An example of such a pattern, formed by a swept It was subsequently used by Settles and Teng (Ref.
shock/boundary layer interaction, was shown previ- 88). None of this early work, however, was able to
ously in Fig. 7. Another example is given in Fig. 29. simultaneously achieve accurate alignment and high
In this separated sharp-fin interaction footprint, free resolution, nor was a broad range of interaction

streaking of the indicator material gives an excellent strengths investigated.
rendition of surface limiting-streamline features and
directions. In order to produce this pattern, the The key difficulty with the early attempts at conical
kerosene-lampblack mixture was applied both shadowgraphy for the imaging of swept
upstream of the interaction and near the fin-plate shock/boundary layer interactions had to do with
junction, since the primary separation line is a line of alignment. Since the interactions were known to be,
exclusion preventing upstream material from reaching at best, quasiconical, it was unclear exactly how the
downstream locations. The primary separation, light beam should be matched up with the actual flow.
secondary separatk.a, and primary attachment lines of Some insight on this issue was gained in Ref. 95,
the flow are clearly visible in the example of Fig. 29.
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where benchtop simulation experiments showed both The resulting video image, recorded by AM and
axial and transverse misalignment to be significant Settles in the S-VHS format, is displayed on a high-
problems, though axial misalignment was found to be resolution television monitor. Automatic line-
comparatively less serious. Fortunately, the quasi- synchronization occurs between the individua' flashes
conical nature of the flow (tie the presence of a of the arc-lamp light source and the video frames,
nonconical inception zone) was not discovered to be such that each frame receives 2-3 jus of exposure.
an overriding issue. Apparently the conical nature of However, the framing rate of the video equipment
the majority of the flowfield predominates over its used here is only 30 Hz. Single-image still
non-conical inception zone, insofar as conical photography could have been used in place of the
shadowgraphy is concerned, video equipment just described, with either the xenon

flashlamp source already described or a small
These results were put to practice by Alvi and Settles continuous-light source in use.
(Ref. 24), who produced the first clear images of the
sharp-fin-generated swept-interaction structure by The conical shadowgram shown earlier in this paper
conical shadowgraphy. This was accomplished by (Fig. 18) was taken from the original video record
focusing a light beam at the interaction VCO and using a microcomputer-based frame grabber which
aiming it such that the resulting conical beam has a 512x464xW-bit pixel resolution. This image was
coincided with the rays of the swept interaction under then halftoned and printed directly on a laser printer
study. A special optical setup with its axis in the using desktop-publishing software, thus avoiding
plarL of the flat plate was assembled for this purpose. photographic processing. Many other examples of the
As shown in top view in Fig. 30, a xenon arc lamp results thus obtained can be found in Ref- " and 82.
(GenRad 1431AB Strobotac) is used as a white-light In addition, the Penn State Gas Dynamics - auoratory
source. The output of this lamp is focused on a pin- has produced a videotaped compilation of these
hole or an adjustable aperture (set to approximately results (Ref. 96).
0.5x0.5 mm) to generate an effective "point" light
source. An achromatic lens, L1, collimates this beam, As previously shown by Lu and Settles (Ref. 71), the
which is then focused near the fin leading edge using inception length to conical symmetry in swept interac-
a second achromatic lens L,2. The axis of the resulting tions decreases as the interaction strength increases,
conical light beam is aimed along the interaction such that, for moderate to strong interactions, the
sweep line, which corresponds to the trace of the VCO is essentially coincident with the junction of the
inviscid shock wave. fin leading edge and the flat plate. Consequently, the

conical light beam is roughly focused near the fin
Xenon Arc Lonp,- leading edge along the inviscid shock sweep line

Condensor - before a wind tunnel test. Fine alignment of the light
Pinhole - beam with the interaction is then done during one or

more test runs. The criterion for "perfect" conical
shadowgraphy beam alignment is the collapse of the

L shock wave image into its characteristic lambda-foot
Fin shape with as little spreading of the structure as

possible. This often requires multiple alignment runs
to achieve. In all cases the fact that the fin-plate

Z7 ,junction does not lie along a ray of the quasiconical
interaction prevents the imaging of the extreme rear

Lens L3 segments of the interactions under study.

CCD Camero
Some limitations of this approach include the standard

Fig. 30- Schematic Diagram of Conical Shadowgraphy caution that a shadowgram is a picture of a shadow,
Setup (Top View). not a focused image. Geometric distortions are

possible. Another difficulty encountered in the work
For proper alignment, the axis of the light beam must of Refs. 24 and 82 was that a suitable lens of
lie on the surface of the flat plate. In practice this sufficiently-large aperture, high quality, and short focal
requires that the beam actually reflect off the highly- length was not available for L3, so that the larger
polished flat plate. When the alignment is correct, interactions had to be imaged piecemeal. Finally, due
this reflected beam is conical with rays aligned with to the effect of reflecting the entire test beam from
the conical rays of the interaction itself. This conical the polished flat plate surface, optical aberrations
light beam exits through a special 3.75 cm-thick acrylic were produced which thwarted attempts to convert the
tunnel sidewall and is focused by a third lens, L3, into conical shadowgraph apparatus to conical schlieren by
the zoom-lens of a CCD video camera. the addition of a knife-edge cutoff.
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6.4 Conical Holographic lnterferometry 6.4.1 Optical Apparatus
While conical shadowgraphy provided extremely A pulsed ruby laser (693.4 nm wavelength) was used
valuable flow visualizations in the above-cited studies, as the light source for holographic interferometry.
it nonetheless suffered the traditional limitations of The maximum energy output of this laser was 300
shadowgraphy, which is a purely-qualitative tool. No mJ/pulse and the pulse width was 20 ns. Though the
published record has been found of any attempt prior laser has a double-pulse capability, it was used only in
to 1989 to apply a more sophisticated optical single-pulse mode in this study. Because of its
diagnostic, such as interferometry, to such swept excellent coherence, the ruby laser has been respected
conical flows. This was first attempted in the as the best available source for holographic imaging
experiments of Hsu and Settles (Ref. 76), which were despite its rather poor reputation in terms of ease of
preliminary, but pointed the way for their later operation and upkeep. (An alternative laser source
quantitative pulsed-laser holographic interferometry for this purpose is a pulsed, frequency-doubled
measurements of swept sharp-fin-generated shock- Nd:YAG laser.)
boundary layer interactions (Ref 25).

-Ruby Laser. 6943 4 ai The layout of the optical apparatus with respect to the
wind tunnel test section and fin shock generator is

BSI Holographic + M3 depicted schematically in Fig. 31. MI-M5 are beam-
Plate ifolding mirrors and BS1 is a beamsplitter in this

UZ M4 figure. A 1.2 x 2.4 meter optical table was positioned
beneath the wind tunnel test section in order to
support both the laser and its associated optical

Ref, Beam components. A 15 mW helium-neon laser, aimed
M5 rthrough the ruby-laser cavity, was used for optical

setup and alignment. AGFA 8E75 holographic plates
of 10x12.5 cm size were used as the recording
medium.

m ediu m .O bject Beam n
Flow Obj. Beam

Fig. 31 - Schematic Diagram of Conical Holographic Le

Interferometry Setup (Top View). zZ

The advantages of holographic interferometry for this / //J

purpose are well known (Refs. 87 and 97), and include

the capture of several different types of flow H r low
information on a single holographic plate. Quan- Plaoterph -P lote w, ndow
titative density measurements are possible, as is a I_____,_,/_,__//.__//_,__//__
systematic study of flow unsteadiness (by varying the
interval between laser pulses, though this has not been Reference Beam K
done in the cited work of Hsu and Settles). Further, " _

holographic interferograms do not require schlieren-
quality glass windows, allowii.', the use of the acrylic Fig. 32 - Diagram of Object-Beam Alignment with Fin
wind tunnel test section side iaii window, mentioned (Top View).
earlier, for purposes of broad ..ptical access.

The manner in which the holographic object beam is
In Ref. 25 a conical holographic object beam, focused aligned with the quasiconical flow structure is crucial
at the virtual origin of the interaction and aimed along to this experimental technique. When perfectly
the swept shock wave, was used to produce double- aligned as shown in Fig. 32, the conical object beam
pulsed holographic interferograms of a range of is partially blocked by the leading edge of the fin
swept-interaction flowfields, examples of which were itself, so that no features of the interaction
already given in Figs. 19, 25, and 26. As in the conical downstream of the shock wave may be observed.
shadowgraphy discussed earlier, the optical rays Thus a slight deviation of the focus of the object beam
diverging from the VCO integrate the properties of from the true VCO becomes necessary, as was the
the flow conically through the whole interaction. (Of case in the conical shadowgraphy described previously.
course, the inception zone is non-conical, but its In Ref. 76 a horizontal misalignment was used, but
deviation from conicity typically produces only a this was later found to be a wrong approach. Instead,
second-order effect.) The resulting interferograms positioning the object-beam focus closer to the fin
were then analyzed to yield coiical flowfield density leading edge than the VCO, so as to avoid beam
maps, an example of which was already given in Fig. blockage by the fin, was found more effective in Ref.
27. Here, the experimental technique and data 25. This approach works according to the rule
reduction procedure will next be described.
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discovered by Schmidt and Settles (Ref. 95), that through a diffusing screen and a rectangular mask. A
axial misalignment is relatively innocuous compared to camera placed at the proper diffraction angle to the
transverse (horizontal or vertical) displacement in plate records the holographic interferogram. Either
conical shadowgraphy. In any case, other results (Ref. monochrome or color images may be recorded,
71) show that the fin leading edge and the VCO though the colors are purely artifacts of the white-fight
become practically coincident for sufficient-high reconstruction method.
interaction strengths.

As in conical shadowgraphy, in order to achieve
proper vertical alignment it is necessary to reflect the
object beam focus from the surface of the flat plate.
Accordingly, a high polish on the flat plate in the
vicinity of the fin leading edge was produced for
specular reflection.

The reference beam remains outside the wind tunnel
and is directed to interfere with the object beam on
the holographic plate. This plate is positioned normal
to the object beam to minimize the distortion of the
conical projection, and is located immediately outside Fig. 34 - Conical Laser Shadowgram of Mach 2.43,
the wind tunnel window, as shown in Fig. 32. A sharp a = 15" Interaction.
shadow of the interaction structure is thus cast on the
plate by the object beam, making this optical
arrangement the logic I equivalent of image-plane
holography. During the experiment, each holographic
plate is exposed twice; once immediately before the
wind tunnel test and then a second time after the flow

is established. Interference thus occurs between the
two exposures, since the object beam wavefront, which /
creates the second exposure, is distorted by its passage . ,.

through the flow.

Following the development of the plate an optical
reconstruction of the holographic interferogram is Fig. 35 - Conical Holographic Interferogram of Mach
performed. While this is usually done with coherent 2.43, ct = 150 Interaction.
light, it proved more convenient to use a white-light
reconstruction technique. This technique was simple Since the conical object beam projects a direct shadow
to implement, produced bright interferogram images, of the interaction onto the holographic plate, a laser
and eliminated any coherent artifact noise associated shadowgram may be obtained simply by contact-
with the reconstruction process. Since the optical printing the plate on photographic paper. Such an
arrangement described above produces what amounts example is shown in Fig. 34 for a Mach 2.43, c = 15"
to an image-plane interferogram (where the fringe interaction from Ref. 76. It is followed by the
pattern is "locked into" the emulsion), any means of corresponding holographic interferogram recon-
reconstruction will yield the same fringe pattern. struction from the same plate, shown in Fig. 35.

(Note that the flow direction in these images is left-to-
White- Mask Camera right.) The alignment of the object beam with the
Sanghinteraction is obviously not so good as in the previous

Film examples shown here (note the lateral spreading and
Plane "ghost" images of the A-foot in Fig. 34). Nonetheless,

Holographic these figures show an interesting contrast between two0F. • Plate
Diffuser •different visualizations obtained from the same plate.

Fig. 34 is similar to the white-light conical
Fig. 33 - White-Light Hologram Reconstruction Setup. shadowgram shown earlier in Fig. 18, but is less clear

due to exposure variations across the plate and
Fig. 33 illustrates the setup for white-light reconstruc- coherent artifact noise. It reveals the turbulence in
tion. The light source is an incandescent bulb with a the separated region, the slip line emanating from the
4800 K color temperature. This bulb is positioned so triple-shock intersection, and "shocklets" in the jet
that the angle of the incident beam is the same as the region aft of the A-foot. The interferogram, Fig. 35,
angle of the reference beam in the hologram exposure is generally less revealing in terms of qualitative
process. The light reaches the holographic plate flowfield phenomenology. It does show clearly, how-
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ever, the core of the separation vortex (located at shock wave theory evaluated at the local normal
bottom mid-frame in Fig. 35). Mach number.)

6.4.2 Data Reduction Procedure
The data reduction process used to obtain flowfield , - [(p1L1-p11,)-p,41 -L•)] (16)
density data from the present holographic inter-
ferograms assumes that both the flow and the object Where S., = corrected fringe shift between a
beam are conical (ie two-dimensional in spherical point selected for evaluation and a known local
polar coordinates). Thus, end effects being assumed reference point, A = laser wavelength, K =
negligible, the data reduction may thus proceed Gladstone-Dale Constant, p,, = constant free-
according to the classical procedure for 2-D stream reference density,!1 = optical path length
interferograms (Ref. 97). This involves the following through the local re.' ,;nce point, p, = density at
five major steps: the local reference point, 1, = optical path length

through the point selected, and p, = density at the
1) Select a series of closely-spaced vertical "cuts" point selected.

through the interferograms along which fringes
will be evaluated. The number of cuts is chosen The solution of Eqn. 16 yields the value of the local
to yield adequate data resolution, and is a direct density (kg/m 3) at each of typically several hundred
function of the angular extent in # of the points within each interferograms which is evaluated.
particular interaction being evaluated. In view of the quasiconical nature of the flow, the

2) Digitize the fringe centers. For this process, a positions of these points may only be given properly
digitizing pad is used to manually locate the fringe in angular coordinates measured from the VCO
centers as they cross each vertical cut on an location. Both the azimuth angle P and the elevation
enlarged interferogram image. A relative fringe angle 0 are referenced to the freestream direction and
order number is then assigned to each fringe, are given in degrees. A typical example of a conical

3) Calculate the optical path length. The integrated interaction flowfield density map, obtained from the
optical path length is not a constant because the interferogram of Fig. 19, was shown earlier in Fig. 27.
swept interaction structure intersects the flat
tunnel sidewall at an oblique angle (see Fig. 32). 6.5 Planar lAser Scattering
Hence, the optical path length of each ray The planar laser scatteiing technique, also known as
through the VCO varies from position to position light-screen, light-sheet, or vapor-screen imaging, is
throughout the entire interferogram. Using the a standard experimental technique which originated in
VCO, the fim leading edge, and fiduial marks on the early 1960's (Ref. 98). Though early difficulties
the downstream tunnel window as reference were experienced in collimating non-coherent light,
points, the optical path length at the position of the availability of powerful lasers now enables
each registered fringe center is calculated trigono- high-quality images to be obtained without undue
metrically, difficulty. Usually the flow is seeded with water

4) Cancel the superimposed constant phase shift. vapor, either naturally or deliberately by injecting
(Although the present results should be infinite- water into the airstream (Ref. 99), though other
fringe interferograms in principle, a minute shift seeding materials have been tried as well. Light is
in the flat plate, upon which the object beam scattered by the aerosol particles as the flow passes
reflects, due to wind tunnel loads between through the light-screen. Since it is unclear in general
exposures superimposes a regular finite-fringe that this scattering is either of the Mie type (produced
background on the results.) The constant fringe only by comparatively-large spherical particles) or of
spacing observed in the undisturbed freestream the Rayleigh type (denoting scattering from
flow region characterizes this fixed phase shift molecules), it was decided by the present author to
over the entire interferogram. The phase shift is call it simply "planar laser scattering," or PLS.
removed by a calculated correction at this point.
Absolute phase shifts S., are then reassigned to Different scattering intensities in PLS imaging
every registered fringe location, indicate, in principle, different flow densities, assuming

5) Calculate the density distribution of the flowfield. that the aerosol was initially evenly-distributed in the
Based on the farfield conical structure, the flow. However, at least two difficulties arise which
refractive index along each ray emanating from prevent a quantitative density measurement. Boun-
the VCO is constant if the end effects are small. dary-layers, which form upon relatively-hot solid
Eqn. 16 below, using the known freestream surfaces in the flow, tend to re-evaporate any
conditions as an initial reference point, calculates condensing moisture. Further, a high-speed boun-
the density of each digitized point. (Note that dary-layer, being less dense than the freestream,
fringe discontinuities across shock waves were contains a smaller particle number-density than the
resolved, where necessary, using the ideal-gas freestream. Finally, the static-temperature rise across



a shock wave can be sufficient to re-evaporate and C2, both of which ha•c 50 mm focal lengths and
condensed moisture particles as well. It is thus are 50 mm in width. The two spherical lenses allow
observed that such boundary-layers and post-shock the focus of the laser beam to be changed by varying
regions appear unnaturally dark in PLS images. the spacing, t, between them. Similarly the sheet
Boundary-layer fluid which leaves the surface during height, h, can be controlled by adjusting the spacing,
flow separation appears dark as well (Refs. 98 and L, between Cl and (2. In the resulting optical setup
99). Though quantitative use has certainly been made the light-sheet thickness is less than 2 mm throughout
of the PLS technique (eg Ref. 100), it will here be the region of interest.
treated purely as a means of qualitative flow
visualization.

One drawback of the PLS technique arises from
condensing moisture in a supersonic wind tunnel
nozzle, which can adversely affect the flow (Ref. 101).
Some previous studies have used moist air with a
frostpoint as high as -4* C, which jeopardizes the
results due to the possibility of condensation shock
formation (Ref. 101). The procedure followed by Lu
and Settles (Ref. 77) to prevent this is as follows. The
dewpoint (or, more correctly, the frost point) of the
air in the blowdown wind tunnel storage tank was kept
below -22° C, measured at atmospheric pressure.
This dewpoint results in an error due to moisture
condensation of less than one percent of the Fig. 37 - Diagram of PLS Setup and Test Geometry
freestream static pressure, or the freestreamn Mach (per Alvi and Settles).
number, for Mach numbers in the 2.5-4 range (Refs.
101, 102, and 27, Appendix A). This amount of water Any flow imaging technique used to examine fin
vapor was also sufficient to yield good PLS images. In interactions must take the quasiconical symmetry of
order to achieve this moisture level, the air, after the flow into account. Consequently several cuts,
being compressed, is sent directly to the storage tank normal to the undisturbed inviscid shock, were made
without passing through the drying equipment (which, at various distances from the interaction VCO as
under normal operating conditions, dries the air to a illustrated in Fig. 37. The PLS images were recorded

dewpoint of -37* C or lower by passing it through a on S-VHS videotape (standard 30 Hz framing rate

silica-gel bed). and approximately a 1/30 sec exposure) using a high-
resolution color CCD camera. Some 20 ns images

L -were also obtained with a Xybion ISG-250

4 sr • /•electronically intensified and gated video camera to
. - "freeze" the turbulent motion in the flow. The angular

coordinates of flow features observed in the PLS
S2 C1 . imagery were obtained by way of "tare" images of a

precise grid placed in the plane of the laser screen.
Fig. 36 - Diagram of Laser Sheet Generator (per J. T. By overlaying the flowfield and tare images in proper
Kegelman). registration, an accurate scaling of the former was

accomplished.
6.5.1 Optical Apparatus and Procedure
The specific PLS technique used to obtain the image When aerosols such as the present ice crystals are
shown previously in Fig. 20, as well as the other PLS used to seed the flow, care must be taken to ensure
images shown in Refs. 47 and 82, will now be that: a) the seeding is uniform so as not to bias the
discussed. Fig. 36 shows the optics used to generate image brightness, and b) the seed particles are small
a thin planar light sheet. A 10-Watt pulsed Copper- enough not to disturb the flow. It was confirmed that
vapor laser (MVL-2000, CJ Laser Corp.) was used as the flow was well-mixed in the wind tunnel stilling
a light source. More recently, a 5-Watt Argon-Ion chamber by capturing uniform PLS images of the
laser has also been used successfully for this purpose. supersonic freestream without a model in place.
The laser beam is first focused in the center of the
wind tunnel test section using the two spherical lenses 6.5.2 Particle Size Measurements
S1 and S2. These lenses have typical focal lengths of Two independent techniques were used to measure
100 and 75 mm, respectively, and are both 50 mm in the size of ice crystals entrained in this flowfield. The
"diama,ter. The output of S2 is then expanded into a first method, known as a two-wavelength trans-
sheet using a combination of two cylindrical lenses C1 missometer technique, has been used extensively in
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the past (Refs. 103 to 105) to determine the size of The LISF meter iuterferometrically senses the time
seeding particles in high speed flows. It involves the rate of thinning of an oil film on a polished surface
transmittance measurement of laser light through the subjected to aerodynamic shear. In two-dimensional
seeded flow at two different wavelengths. The ratio of (2-D) flows without pressure gradients, oil lubrication
the transmittances at the two wavelengths is then used theory then gives r, directly without any reference to
to calculate the mean particle size. Refs. 103-105 the properties of the overlying boundary layer. While
discuss the application of the technique in detail, some corrections are required in pressure-gradient

and shear-gradient flows, the instrument nonetheless
In the second particle sizing technique, the seeded delivers essentially a direct measurement of r,.
flow is illuminated by unpolarized light and the degree
of polarization of light scattered at 900 is measured. 6.6.1 The LISF Meier in High-Speed 3-D Flows
The degree of polarization in this case is inversely The underlying theory of the LISF technique and
proportional to particle size and thus gives an estimate examples of its application, mainly in incompressible
of the size of the ice crystals (Refs. 106 to 108). flows, are thoroughly documented in Refs. 111 to 117.

Other than in a supersonic delta-wing demonstration
The results of both these measurements indicate that experiment by Monson, ei al. (Ref. 114), the LISF
the mean radius of the ice crystals used for seeding meter had not been used in compressible 3-D flows
the flow was 0.04 microns. Furthei, the measure- prior to the work of Kim and Settles (Refs. 49 and
ments indicated that the largest ice crystals were 0.25 118). They found that the id.ajor limitation of the
microns in diameter. Numerical simulations per- technique in compressible flows was due to
formed using modified Stokes drag show that particles surface-wave phenom,,ia on the oil film in cases of
of this size follow the mean flow satisfactorily in that high r, about which more will be said below.
they accurately reveal the shock structure in the
present flowfield. For a detailed description of the Kim and Settles (Ref. 118) performed an experimental
particle size measurements and particle trajectory calibration over a range of Mach numbers using
analysis, the reader should consult Appendix B of Ref. zero-pressure-gradient supersonic turbulent boundary
82. layers. This calibration showed that the typical error

of the technique (compared to such standards as
6.6 Skin Friction Measurements Preston-tube data and eddy-viscosity computations)
Until recently, no instrument existed with which to ranged from -3% to -8% with Mach number. A
measure with confidence the skin friction distribution recent repeat of this calibration using improved
beneath a shock/boundary-layer interaction of the sort equipment and procedures (Ref. 122) over the range
described here (see Refs. 109 and 110). Other than 2.5 !< M_ :< 4 showed that the LISF meter
the direct measurement of wall shear stress, r,, by a readings were within 1-2% of the mean of the
balance, the available techniques infer skin friction calibration standards except at Mach 4.
from some other measured quantity, such as heat
transfer or pitot pressure. The validity of such It is generally necessary in 3-D laser skin
inferential methods is doubtful in complex interacting friction measurements to know the direction
flows. Further, floating-element balances themselves of the wall shear stress vector a priori, since
have serious problems in such flows, especially due to an accurate knowledge of the distance, As, from the
pressure gradients and poor spatial resolution. oil-film leading edge to the laser-beam measuring spot

is required. Alternatively, when the dual-beam LISF
A recent development, the Laser Interferometer Skin adaptation is used, Refs. 113-117, As need not be
Friction (LISF) meter, promises to resolve this measured. However, in that case, either the dual
problem. The LISF meter was invented by Tanner beam spots must still be aligned with the local r.
and Blows (Ref. 111), and was subsequently refined by direction, or else two componunts of r. must be
Tanner (Ref. 112), Monson and Higuchi (Ref. 113), measured with considerable extra effort. Recent
Monson, Driver and Szodruch (Ref. 114), Monson trends have been in favor of single- rather than dual-
(Refs. 115 and 116), Westphal, Bachalo, and Houser beam skin friction interferometry on grounds of
(Ref. 117), and Kim and Settles (Refs. 49 and 118). reduced complexity.
The LISF meter was used to measure skin friction in
supersonic sharp-fin-generated swept interactions by Local r, directions may be determined directly from
Kim et al.(Refs. 49 and 50) and in hypersonic surface-flow visualization results, assuming that these
interactions by Kussoy, Kim, and Horstman (Ref. 61). are obtained in a quantitatively-usable manner. Also,
An Example of the results of such measurements was it is known that small-amplitude, broadband
given earlier in Fig. 13. The most recent work on this fluctuations occur in shock wave/turbulent boundary
topic has been published by Bandyopadhyay and layer interactions, though the overall flow structure
Weinstein (Ref. 119), Kornilov et al. (Ref. 120), and has been observed to be nominally stationary (see the
Seto and Hornung (Ref. 121). paper by D. S. Dolling elsewhere in this report).



Since surface-flow visualization methods have little or 6.6.2 Apparatus and Data Acquiihtion
no frequency response, they clearly perform some sort Fig. 38 illustrates the components of the single-beam
of averaging process. In the absence of evidence to LISF meter as used by Kim et al. (Refs. 49, 50, and
the contrary, it is assumed that such patterns generally 118). The beam from a 5-milliwatt linearly-polarized
yield a true representation of the local mean direction helium-neon laser (1) first passes through a 50%
of the wall r,, vector, neutral-density filter (2) and an iris diaphragm (3).

The beam is then directed downward by a folding
The kerosene-lampblack-adhesive tape technique mirror (4), and focused by a lens (5), passing through
described earlier in this paper is particularly suitable the clear acrylic ceiling window (6) of the wind tunnel
for determining r,, directions, in that it yields to form a spot of about 450 Am diameter at an
undistorted full-scale surface-streak patterns. Angular appropriate point (7) on the flat plate. During
measurements of local r,, directions are possible with experiments, a thin film of v = 500 centistokes
+ 0.50 routine accuracy. During LISF tests, full-scale Dow-Corning "200" silicone oil applied to a local
transparent overlays of these surface-flow patterns region (7) of the flat plate is sheared by the r.
were used to identify the surface-flow direction distribution of the shock/boundary-layer interaction
corresponding to a given position of the laser-beam due to the fin (8). The incident laser beam is
measuring spot. reflected by both the seui face of the oil film and the

polished plate beneath i This produces a reflected,
After applying the oil film to the flat plate, an optical two-component, interfering laser beam directed out of
cathetometer (least count: 0.025 mm) aligned normal the wind tunnel through the ceiling window. (The
to the surface-flow direction was used by Kim and beam angles of incidence and reflection are kept to
Settles to measure As with a repeatability of ± 0.6%. about 1V.) The reflected beam is intercepted by two
The leading edge of the oil film was highlighted for first-surface aiming mirrors, (9) and (10), whence it is
this purpose by reflected light from a spotlight directed through a ground-glass diffuser (11) and a
positioned outside the wind tunnel. Still, uncertainty of 6328 A filter onto a photodiode (12).
the exact oil-film leading-edge position was the major
contributor to uncertainty in As. Checks were made The photodiode senses a time-dependent light
to insure that As did not shift due to wind tunnel intensity due to the interference of light reflected from
startup. With practice, As was measured with an the oil film and test surface. The photodiode output
overall accuracy of ± 2% using the optical cathe- (13) is raised to a level of 8 volts by an internal
tometer. operational amplifier, low-pass filtered with a 10 Hz

cutoff to remove high-frequency, vibration-induced
Recognizing that the As measurement error is likely optical noise above the oil-film response range, and
to be the single most important issue in the accuracy recorded. Several other channels of data are recorded
of the instrument, Kim et al. (Ref. 50) recommended simultaneously, including wind tunnel stagnation
and Garrison and Settles (Ref. 122) implemented the properties and wall pressures and temperatures.
use of a Questar DRI telemicroscope to obtain a These analog data channels are then digitized by a
more accurate As measurement. The latter authors microcomputer-controlled A/D converter, and stored
succeeded in achieving a As measurement error of in the computer memory. (Current practice employs
only ± 0.5% by this means. Accurate As measure- a multi-channel 12-bit LeCroy waveform recorder for
ments along the local surface-flow direction enable, at this purpose.)
least in the present circumstances, the use the
relatively-simple single-beam LISF meter arrangement Kim et al. (Refs. 49, 50, and 118) used a 20Hz data
shown in Fig. 38 rather than the dual-beam method of rate, later upgraded to 50Hz. Garrison and Settles
Monson et al. (Refs. 11.3-116). (Ref. 122) later found that a significantly-higher data

rate (200 Hz) helps to distinguish the initial fringe
13 12 •a 2 3 9pattern from random noise, thus improving the signal.

-4 They also achieved a better focus of the incident laser
-10 .. beam on the flat plate by attaching a beam expander

6• - (composed of a microscope objective and an output
./ lens) to the laser, as done by Westphal et al. (Ref., .... "-f ! 117).

,'• /A photograph of the physical implementation of the
LISF instrument is given in Fig. 39. The instrument
is mounted on a platform supported by pedestal legs

-,,~whose lower ends are attached to an optical table.

The test section sidewall has been removed to reveal
Fig. 38 - Diagram of LISF Meter the flat plate and white-painted fin. Shown adjusting
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the instrument in Fig. 39 is the late Dr. Kwang-Soo This is suspected to be due to dust particles on the oil
Kim, who developed this version of it at Penn State film, etc. Corrupted fringe records are usually easy to
University. The details of this development may be identify by visual inspection, and should be discarded.
found in his Ph.D. Thesis, Ref. 123. Even the best fringe records, however, are subject to

random electronic noise, vibration-induced noise, etc.
It is fortunate that most of this roise is well above the
comparativcly-!ow frecuiency of the fringes, so filtering
is effective. Digitized fringe records are thus routinely
smoothed by repeated application of an adjacent-point
averaging algorithm until a "clean" signal remains.

The LISF data reduction equation (Ref. 113), derived
from the Navier-Stokes equation and assuming
constant wall shear stress, is:

2npvcogr) [As/Nt'J (17)

where N' = effective fringe number, t' = effective oil
flow time, n = oil refractive index, p = oil density, A•
= laser wavelength, Ll = oil viscosity, and r = oil

Fig. 39 - Photo of LISF Meter Installed Above Wind refraction angle.
Tunnel Test Section.

Eqn. 17 requires a correction for the effect of variable

6.6.3 Data Reduction wall temperature on v, such as that described in Ref.
The occurrence of surface waves on the oil film under 118. This correction is critical to LISF measurements
conditions of high shear limits the number of useful in high-speed flows, since a 1V C change in T. causes
interference fringes which can be obtained (Refs. 118 about a 2% change in v. It is likewise important to
and 124). This calls for a somewhat-different data know your oil, whence Kim et al. had the
reduction scheme than that reported by the cited viscosity-temperature characteristics of a sample of
earlier investigators for incompressible flows. Given 500-centistoke silicone oil determined by a
only a few good fringes, it becomes necessary to professional testing laboratory to an accuracy of better
determine r,, based on the entire signal within the than 1% over their wall-temperature range.
usable fringe record. Merely determining the time
interval corresponding to 3 arbitrary fringe peaks In Ref. 118, Kim and Settles found that the wall
(minima and maxima), as was often done in incom- temperature in the interaction region of interest was,
pressible flow, does not yield sufficient accuracy here. to first order, dependent only upon time from the

beginning of the wind tunnel run. It was thus possible
Thus, as described in Ref. 118, it is necessary to to fit an expression to the temperature-time data and
define that part of the fringe record which is usable. use this to form an expression for v(t). This was next
The last fringe in the record is often a partial one, used to "correct" the time base of the LISF fringe
obtained when the oil-film has become extremely thin. record in order to produce a distorted fringe record
It is usually discarded. The initial fringes "emerge" with constant effective T,, conditions. That approach
from noise induced by the surface capillary waves, was workable, but not as straightforward as it might
which migrate downstream as the oil-film begins to be. A more direct approach is to rederive from first
thin. In high-shear flows where each additional fringe principles an expression similar to Eqn. 17, but in
is valuable, it is very important to make use of as which it is assumed a priori that L = v(t). This was
many of these initial fringes as is practical. done by Monson (Ref. 125), with the result:
Unfortunately, no explicit rules can be stated other
than the fact that experience is required to make this
choice properly. The approach given in Refs. 49, 118, 2npv ,cs(r) [v(t)

TW [AIN'l[!T&(18)and 123 has, to some extent, been superseded. X [./'0 vJis)
Interested readers are referred to Ref. 122 (still in
preparation at the time of this writing) for more
information on this issue. where v, is a known reference viscosity at a certain

temperature. Eqn. 18 can be integrated numerically
Occasionally, distorted or corrupted fringe records when v(t) is known, thus effecting a more direct
occur with this instrument for no obvious reason, solution to the issue of the variable T. effect than that



of Ref. 118. (For more information on this approach, oil-film leading-edge to the laser-beam measurement
see Ref. 122.) spot. This correction has a form (see Refs. 114 and

4 _118) such that it is accomplished by an effective shift
of the measurement point along the surface streamline
direction. However, for the experiments of Kim et al.

3 wherein As - 2 mm, the required shift is only 0.5 mm,
which is negligible. In general, a shear-gradient

N 2 correction may always be avoided in single-beam LISF
measurements if As is kept small, which it should be
anyhow for purposes of surface-wave avoidance in
most cases.

0 6.6.4 Preston-Tube Comparison
0 5 10 15 Simple experimental techniques like the Preston-tube

TIME (sEC) (Refs. 109 and 110) were decried at the beginning of

Fig. 40 - Fringe Number v&. Time, Comparing Data this section for purposes of skin friction measurement
and Curvefit. beneath swept interactions. This was because the

Preston-tube, actually a surface-pitot tube, depends
The experimental data of fringe number vs. time are upon the logarithmic law-of-the-wall for the
next compared with oil lubrication theory, as shown in calibration which relates its output to c, One may not
the example of Fig. 40 for a high-shear case where r. necessarily expect the log-law to hold in the complex
= 577 N/in. 2 A least-squares curvefit of the data to swept-interaction flows described in this paper.
the lubrication theory (N cx 1/t) is performed,
followed by a computation of the "goodness-of-fit" of Nonetheless, M. Rubesin of NASA-Ames Research
the curve to the data. The inclusion of additional, Center suggested that it would be enlightening to
possibly-questionable fringes at the beginning or end determine, by comparison with LISF data, whether or
of the fringe record may by judged by their effect on not the Preston-tube has any validity in a
the overall goodness-of-fit. Finally, the essence of the shock/boundary-layer interaction. This challenge was

j data as represented by the curvefit of fringe number accepted by Kim, Lee, and Settles (Ref. 126), who
vs. time (or related quantities), is used in Eqn. 18 to applied the Preston tube to estimate c, in a sharp-fin-
calculate r,,. The 4 fringes represented in Fig. 40 are generated swept interaction at Mach 4 and ce = 16'.
the smallest number required for acceptable r. accur- The LISF skin friction data for this case had already
acy according to Ref. 122, despite the earlier claim of been obtained as described previously and shown in
Ref. 49 that 2 fringes could be made to suffice. Fig. 13.

Before r, is found, however, two further corrections For the Preston tube, a stainless steel hypodermic
(Refs. 113 and 114) are required in principle, since tube having a circular, squared-off end was used. The
the oil film in swept interaction experiments is subject inner diameter was 0.457 mm and the outer diameter
to both pressure- and shear-gradients. The pressure- was 0.813 mm, yielding a diameter ratio of about 0.6.
gradient correction, per Ref. 113, was evaluated in the The ratio of the Preston tube outer diameter to the
work of Kim et al. through interpolation of pN incoming boundary layer thickness was about 0.27.
measured at pressure taps near the constant-radius The Preston-tube impact pressure and the corres-
LISF m,.asurement arc on their flat plate. It was ponding wall pressure were measured al each of
found that the pressure-gradient correction for the eleven locations within the interaction.
experiments of Kim et al. amounted at most to ±

0.1%, which is negligible. This fact is significant in _009

that pressure-gradient errors are controlling factors in .0 ,-, 7- LISF with repeatability bar

most other methods of skin friction measurement 007 Preston tube (Bradsw, et al.)
.007- -4.- Preson ube(Keener, at ai.,(Refs. 109 and 110). However, it cannot be stated .007 " -- e.- Pr atot formula.

categorically that the LISF pressure-gradient o - F Preston tube iKeenar. at al..9•_,• - o- Prestroni rltu ioen).e•.
correction will always be negligible in all experiments. C.sliantropic reltion,

Two-dimensional interactions, for example, could .004 ..'

produce pressure gradients large enough to make this .003 "

correction significant. .002 F in1 ..001,0
Per Monson, Driver, and Szodruch (Ref. 114), the ,'" , 7 ,

shear-gradient correction is quite simple for the is 20 25 30 35 40 45 50 55

single-beam LISF technique. The correction is V

required if there is a significant change in r,, from the Fig. 41 - Comparison of LISF and Preston Tube ct.
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A comparison of Preston-tube skin friction results, cooling is needed, since a sufficient difference between
obtained using the Bradshaw-Unsworth (Ref. 127) and the surface temperature and the adiabatic wall
Keener-Hopkins (Ref. 128) calibrations, with the LISF temperature is critical to the signal-to-noise ratio ot
data is shown in Fig. 41. Both Preston-tube methods the measurement. (Such was the case in the
are in reasonable agreement with the LISF data, so experiments of Lee et al., Refs. 57 and 59. discussed
long as isentropic flow rather than the Rayleigh pitot earlier.) Though cooling by waý of a circulated
formula is used in calculating the Preston-tube Mach refrigerant has been attempted in the past, Lee ti al.
number in the case of the Hopkins-Keener calibration, chose heating by an embedded resistance heater as
This is surprising, since the validity of ýhese the simplest means to vary the surface temperature.
calibrations in separated flows is highly questionable.

The resistance heater method is the most widelx-used
Unfortunately, this comparison of techniques is thus technique to apply external heating for stcadN-statc
rendered somewhat anticlimactic. The evidence heat flux measurements. A heating element inside the
shown in Fig. 41 is not strong enough to warrant a surface of a test model generates enough heat to raise
general recommendation that the Preston tube may be the surface temperature significantl. During a test
usable in compressible separated flows, even with the electrical power input to the heater equals the
restrictions on the choice of calibration. More convective heat transfer from the model surface at
experiments of this sort in a wider range of steady-state. By measuring the local surface tempera-
interactions would be required to decide the general ture and applying the heat convection equation
applicability of Preston tube in such flows. (Newton's law of cooling), the heat transfer coefficient

can thus be calculated.
6.7 Heat Transfer Measurements
Experimental heat transfer is a very broad field. For example, Simonich and Moffat (Ref. t3)) used a
Many techniques have been developed by previous thin gold-film resistance heater to generate a uniform
investigators to measure aerodynamic heat transfer, no heat flux, and cholesteric liquid crystals to sense the
single approach having clearly gained the upper hand. resulting surface temperature distribution.
General references (Refs. 129-132) are available on Hippensteele ei al. (Ref. 137) evaluated commer-
these conventional heat transfer measurement tech- cially-avaiiable elements for use in the resistance
niques and instruments. The present scope only heater technique. Abuaf el al. (Ref. 138) used a
allows a discussion of certain techniques of interest in resistance heater/liquid crystal combination to
cold-flow facilities, where the heat transfer signal measure the heat tranisfer distribution in a jet
being measured may sometimes be quite weak, and in impingement experiment. Eibeck and Eaton (Ref.
blowdown facilities where the testing time is limited. 139) used thermocouple measurements beneath a foil

heater element to investigate the heat transfer effect
6.7.1 Thin-Film Gages of a longitudinal vortex in a turbulent boundary layer.
The development of evaporated metallic-film coating
technology in other fields has spawned thin-film gages However, these methods had been used only for
which are becoming widely used in aerodynamic relatively-low-speed flows until recently. Higher heat
testing. Because of its high sensitivity and fast generation rates and accurate multipoint surface
response, the thin-film gage is applied in a variety of temperature measurements are needed for high-speed
ways. It can measure highly-transient surface tern- flow experiments. In the work of Lee et al. (Refs. 57
peratures, it can be used as a calorimeter gage, or it and 59), it was attempted to combine the above heat
can constitute the sensing element in a multilayer transfer measurement technologies to obtain a high-
"sandwich" gage. Epstein et al. (Ref. 133) used such resolution, steady-state measurement technique for

gages to measure the heat flux to a transonic turbine, high-speed flow in a near-adiabatic wind tunnel
while Hayashi el al. (Ref. 134) first used them to facility. Further, in order to obtain high-spatial-
measure heat flux in a shock/boundary layer inter- resolution data with a modest number of discrete
action. Thin-film gages have also been used in gages, the inherent quasiconical symmetry of sharp-
transition detection studies (eg Johnson et al., Ref. fin-generated interactions was exploited as well.
135). Although the thin-film technique has versatility,
accuracy, and fast response, its fabrication by 6.7.3 Flat Plate for Heat Transfer Measurements
microlithographic techniques is expensive. The The Penn State flat plate for heat transfer
resulting thin-film sensors further need care in measurements, discussed in Refs. 57 and 59 and dia-
handling, annealing to prevent drift, and highly- grammed in Fig. 42, is a "sandwich" consisting of a top
accurate calibration procedures. sheet of RTD (Resistance Temperature Detector)

sensors, a foil heater, an insulation board, and a
6.7.2 Resistance Heater Methods stainless steel supporting plate. A few thermocouples
For heat transfer measurements in unheated, cold- are also distributed inside the insulation board. Heat
flow facilities it is apparent that external heating or is generated by the foil heater and the surface



temperature distribution is measured by the RTD polyimide sheet. These leads arc individuallh soldered
sensors. The heat convected to the flow at steady- to a 37-conductor coaxial cable, ,hich is then
state equals the total heat generated by the heater connected to a specially-designed 37-channel signal-
(V 2/R) minus the heat loss through the insulation conditioner outside the wind tunnel te•,t •ection
board. However, the adiabatic wall temperature is
also needed in the calculation of a heat transfer To utilize the quasiconical nature of the fin
coefficient, and is indirectly measured as described in interaction, a double-circular-arc distribution of the 37
a later section. temperature sensors (at radii of 86.4 mm and 91.4 mm

from the fin leading edge) is chosen, as shown in Fig.
( e not to scal) 44. In terms of the azimuthal angle 6, these gages are

toil heater spaced at a 20 angular separation from 0 = 60 to 780,

Insulation board allowing high spatial-resolution data to be obtained.

metal plot.eo

J • flow

Fig. 42 - Diagram of Multilayer Construction of Flat sensors
Plate for Heat Transfer.

1MM
leadwires

- Fig. 44 - Image of 37-RTD Sensor Arc on Flat Plate.

EU 6.7.5 Heater
Two types of heating methods arc commercially

Fig. 43 - Magnified Image of RTD Sensor Geometry. available: the surface resistance heater method and
the radiation method. The radiation method utilizes

6.7.4 RTD Surface Temperature Sensors external quartz lamps placed outside the test section
Custom-made thin-film RTD sensors were vacuum- and focused upon the model. In general it is a costly
deposited on a plastic substrate by NASA-Langley and difficult technique. Surface resistance heaters, on
Research Center staff using microlithographic the other hand, are widely used because of their
fabrication techniques. These thin-film sensors can relatively-low cost and easy application. With this
measure accurate surface temperatures without approach the model is heated by a resistance foil
disruption of the flowfield and have a high frequency imbedded in the model surface.
response. However, only steady-state measurements
were carried out by Lee et al. There were four major requirements for the heater in

the experiments of Lee et al.: (1) High heat flux
Each of the 37 RTD sensors consists of a Nickel-film should be generated because of the large convective
resistance thermometer of about 1000A thickness heat transfer expected in high-speed flows. (2) The
deposited on the 50 jam thick Kapton polyimide heat efflux should be uniform over the surface of
substrate sheet. The sheet itself is then attached to interest. (3) For quick heating during a typical wind
the flat surface of the foil heater using laminating tunnel run of about 30 seconds, the thermal mass of
epoxy cement. Nickel is chosen as the sensing the heater should be as small as possible. (4) The
element because of its relatively-high sensitivity and its surface of the heater should be flat and smooth, since
excellent adhesion characteristics in thin-film applica- the RTD sheet is mounted upon it and is exposed to
tions. The sensor geometry is the square lxi mm the flow.
serpentine pattern shown in Fig. 43. This pattern
maximizes the sensor length in a small surface area, Commercially-manufactured"unetched-foil"heaters,as
thus producing a high room-temperature resistance used in a variety of experiments (Refs. 136-139),
(65 fl), a high signal-to-noise ratio, and effectively a showed quite satisfactory results in terms of uniform
"point" surface temperature measurement. Low- heat flux and easy application. However, all these
resistance 6 pm-thick copper-film leads are also heaters were though, 3 be unsuitable for present
deposited from each sensor to the edge of the purposes because their resistances were too low to
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generate sufficient heat flux without requiring an 37 sets of constant-current sources (1.5 mA),
unreasonable electrical current flow. Instead, Lee el amplifiers, and low-pass-filters for each of the 37
al. (Refs. 57 and 59) used an Inconel "etched-foil" RTD channels. For the calibration of the RTDs, the
heater. This heater is thin and flexible, consisting of internal heater of the plate and a piecision
an etched-foil resistive element laminated between thermocouple are used. The heater elevates the
layers of flexible insulation. It also has a thin temperature of the RTDs and this temperature is
aluminum foil over the top surface of the heating ele- measured by the thermocouple. To maintain a
ment to enhance uniform heating. Custom-made by uniform temperature over all sensors, a large
Minco Products Inc., it is 0.25 mm thick and its room aluminum block in which the thermocouple is installed
temperature resistance is 21.6 fi. Using a laminating is placed on top of the plate and the entire assembly
epoxy cement, it is "sandwiched" between the RTD is allowed to reach thermal equilibrium before
sheet and the insulation board (see Fig. 42). In calibration data are read.
retrospect, the choice of this etched-foil heater may
have been ill-advised, since later results indicated that 6.7.8 Data Acquisition
its uniformity of heat efflux was poor. A LeCroy digital waveform recorder controlled by a

386-class microcomputer is used for data acquisition.
The foil heater is powered through leadwires This system has 12 channels of high-speed s:impling
connected to an AC variable transformer which is capability at rates up to 5 Mhz and 32 channels of
capable of an output voltage up to 280 V and a relatively-low-speed data sampling at rates up to S

current up to 15 A. The voltage applied to the heater Khz. All these channels utilize 12-bit digitization. The
is recorded during testing. "ASYST" software package is employed for data

handling. During experiments, signals frmn the RTD

6.7.6 Insulation Board sensors and thermocouples of the heat transfer model,
The heat generated by the heater can be transferred as well as signals from the wind tunnel stilling
to the surroundings by conduction, convection and chamber, are all simultaneously recorded on the
radiation. However, in the experiment of Lee et al. LeCroy system.
radiation was negligible because the temperature is
near-ambient. Thus a portion of the heat energy at 6.7.9 Data Reduction
steady-state is assumed to be convected to the flow The present heat transfer measurement technique
over the plate while the remainder is conducted requires an accurate determination of all the terms in
through the insulation board underlying the heater. the definition of the Stanton number, ch:
(1-D heat flow with no lateral conduction is
presumed.) A good insulator is thus needed to h _ q cow(,
minimize the conduction loss. The insulator should p-V.Cp pyV.cP(T7-T• (19)
further be rigid enough to support the heater during
exposure to high-shear flows, and should be machined
for surface flatness, where h is the convective heat transfer coefficient, T.

is the surface temperature of the flat plate, T., is the
"Rexolite" plastic was chosen for this purpose. It has adiabatic wall temperature, po, V., cp are the density,
a low thermal conductivity (0.00035 cal/sec/cm/°C) velocity and specific heat of the freestream, respective-
and also satisfies the stated mechanical requirements. ly, and q".,. (W/m 2) is the heat convected to the flow.
A 4.76 mm-thick "Rexolite 1422" sheet was purchased Except for T, which is directly measured by the RTD
from Almac Plastic Corp. and was machined to size. sensors, all terms in Eqn. 19 must be determined
After attaching the heater and RTD sheet to the indirectly from measured values. In particular, the
insulation board Lsing the "vacuum bagging" technique accurate determination of both q"on,, and T., is
(see Ref. 59), the entire assembly was installed on the essential, since these parameters principally determine
stainless-steel flat plate. Also, to measure the tem- the accuracy of the Stanton number. They are,
perature change of the insulation board, three quick- however, not easy to measure. T. is usually never
response thermocouples were installed on its top face reached during the brief tests characteristic of a
and two more on its bottom face. blowdown wind tunnel facility, even on an insulating

model. Further, the variation of temperature within
6.7.7 Signal Conditioning the insulation board is quite complex during a test due
The RTD sensors, which are at the heart of this to changing stagnation temperature and heater
experiment, measure temperature by the change of voltage, requiring that a special calculation be
resistance of a sensing element according to a prior performed.
calibration. To measure the resistance, it is necessary
to provide a constant current flow to the RTD during 6.7.1C Conduction Loss Calculation
an experiment. A signal-conditioning instrument was From the measured voltage applied to the foil heater
designed and fabricated for this purpose, consisting of and its resistance, its heat efflux is easily calculated.
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However, it was already noted that not all of this heat normal to the plate surface. Lateral conduction
efflux is convected to the flow. There is also a effects were estimated in Ref. 59 and found to be, at
conduction loss through the insulation board which worst, 20% to 30% of the normal conduction, which
must be determined. q*,. is then calculated by is itself on the order of 10% of the total heat
subtracting this conduction loss from the heat cfliux produced by the heater. Accordingly, no correction
produced by the heater. The conduction loss is calcu- has been carried out for lateral conduction.
lated using the measured RTD temperature and the
bottom temperature of the insulation board by solving 6.7.11 Adiabatic Wall Temperature
the time-dependent 1-D heat diffusion equation with In the experiments of Lee et at. an accurate
an imbedded heat-source layer: evaluation of T. was a most critical step, since T. -

T. was relatively small at the location of peak heat

aT a aT transfer in the swept shock/boundary-layer
a D ax ax+ cP* (20) interactions under study. Although most previous

experimental studies have assumed that T,, is constant
beneath such interactions, it was necessary to check

where t is time, x is depth into the plate measured that assumption in order to maintain the accuracy of
normal to the top surface of the RTD sheet (see Fig. the heat transfer results.
45), and D, p, and cp are the thermal diffusivity,
density, and specific heat of the multi-layered There are two methods generally used to measure T,,:
components of the plate, respectively. Also g (W/m 3) the "direct" method and the "indirect" or extrapolation
is the rate at which heat is generated per unit volume method. The direct method measures T., directly
of the foil heater. The measured time-dependent upon an insulated model after thermal equilibrium is
RTD and insulator-bottom temperatures serve as reached (Refs. 140-142). However, in most of these
boundary conditions, and a constant-temperature cited cases the required tunnel run time was quite
initial condition throughout the plate is both assumed long, which is not possible for tests in a blowdown
in the solution and forced in the actual experiment by wind tunnel.
allowing adequate time for thermal equilibration 2.0 ,.....-
between tests. M-4 0. a=20.

4 flow
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0 
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Fig. 45 - Lagram for Computation of Conduction
Loss into Flat Plate. Fig. 46 - Example of the Determination of Adiabatic

Wall Temperature.
The numerical solution of Eqn. (20) yields
temperature vs. time for 49 nodes within the plate, Neumann and Hayes (Ref. 56) discuss the general
from which the time-dependent conduction loss to the problem of recovery temperature measurement and
insulation board, q",. (W/mý), is obtained from present a classical way to solve it. This method
Fourier's law:. involves making several heat flux measurements at

different wall temperatures. Since the heat flux is
S-(21) linear with T,, so long as the heat convection

dx coefficient is constant, a linear fit to the data can be

extrapolated to the temperature at which zero heat is
convected to the flow, which is identically T.. Lee et

using the first two node temperatures at the top of the al. (Refs. 57 and 59) employed this "indirect" method,
insulation board to form the gradient. (k is the obtaining results which are typified by Fig. 46 for the
thermal conductivity of the insulation board.) Of case of a sensor located in the flat plate boundary-
course, this procedure accounts only for conduction
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layer at M., = 4.0. Six different heating rates show 60

the expected linear variation with wall temperature n Wto nrun?036 Without Heating

which, upon extrapolation, yields a flat-plate recovery

factor of 0.90. This is sufficiently close to the classical

value of 0.89 which is expected for supersonic 40

turbulent boundary-layers. A 95% confidence interval

is also shown on the data in Fig. 46, which is used for te

the error analysis of the measurements. te20

I..I t peratres,

6.7.12 Data Reduction Program ,
A heat transfer data reduction program was written byE •// .. 684,

Lee (Ref. 59) to implement the procedures described E- 0

above. The program was written in the FORTRAN adabatic -Oil temperature

language, and runs on a 386-class microcomputer. It
accepts as input 42 data channels and processes data -20
for 6 different heating rates of the imbedded foil 0 5 0 5 20 25 3C

heater, thus producing a total of 252 data files. The Time (see)
program then calculates the distribution of ch at 35
different locations of the RTD sensors in the swept Fig. 47 - Temperature Variations Without Heating for

interaction under study. For each RTD location the Mach 4, a = 16* Interaction.

calculation procedure is executed in time, with 0.05
sec time steps beginning at the start of the wind 60 , Heating

tunnel run. The calculation procedure is as follows:

1) The heat efflux generated by the heater, g, is - 40 -
calculated.

2) Eqn. 20 is solved for 49 nodal temperatures in the sat
flat pae tagnat on temperaturefiat plate.

3) The heat loss to the insulation board is obtained

by solving Eqn. 21.
4) From k, q",,.,r is determined by multiplying by EC)

the surtace area of the heater. The heat & o 0

convected to the flow is then calculated by ad.abatic *all temperature

subtracting the calculated conduction loss from
q"hea-er -20

5) Ta, is calculated by the indirect method described 0 5 10 15 20 25 30

above. Time (see)
6) The wind tunnel freestream properties are

calculated. Fig. 48 - Temperature Variations With Heating for

7) Finally, mean c, values are calculated at each Mach 4, a = 16" Interaction.

sensor #-location by averaging the data
over a 5 sec period near the end of the 6.7.14 Results

wind tunnel run, where it is assumed that Fig. 47 shows the time variations of wall temperature

a steady-state condition exists. at two representative RTD sensor locations (f8 = 640,
located outside the interaction, and 20.80, located at

6.7.13 Error Analysis the point of peak heat transfer) in the Mach
The uncertainty of each variable in the above process 4, ar = 16' fm interaction without heating. Fig. 48

contributes to the total uncertainty of the final result, shows the corresponding case with heating, where the

As Coleman and Steele (Ref. 143) suggest, the total two wall temperatures are elevated well above the

uncertainty of the present measurements is deter- adiabatic wall temperature. The "knees" in the

mined by calculating and combining the "root-sum- variation of the wall temperatures in Fig. 48 (at 12.5

squares" of the uncertainties of each variable in the sec) are due to a deliberately-abrupt change of the

data reduction equation. This calculation indicates a heating rate during the run, which was required to

maximum total uncertainty in c, of about ±10% for raise the plate temperature rapidly at the beginning of

the 5 different swept interaction cases which were the run in order to save testing time. The tunnel stag-

measured by Lee et a/. The error bars which were nation and adiabatic wall temperature variations

shown on Lee's data points in Fig. 12 reflect this (calculated under the assumption that the recovery
uncertainty estimate. factor equals 0.89 based on many measurements of

high-speed turbulent boundary-layers) are also shown.
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Swept shock wave/laminar boundary layer interactions,
experimental and numerical results

G. DEGREZ
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1 SUMMARY the unsteadiness (see companion paper by D. Dolling)
and of the turbulence behaviour (see companion papers

Experimental and numerici) investigations of swept by J. Dalery and by D. Vandromme). Subsequently, in-
shock wave / laminar boundary lIjer interactions are terest has shifted towards three-dimensional interactions,
reviewed. Experimental investigations show that the in particular swept interactions, the simplest of those be-
flowfield is characterized by an extensive primary sey- ing produced by a wedge mounted normal to a flat plate
aration of the boundary layer upstream of the inviscid 'Fig. 1). The research in this area has been presented
shock wave, which then rolls up into a very elongated
vortex. This is often accompanied by secondary and
sometimes higher order separations. Similar to turbu- FLOW DIPECTION
lent interactions, the flowfield is essentially conical as far
as the surface flow data are concerned (surface pressures,
heat transfer and skin friction patterns). Also, the free-
interaction concept introduced for turbulent interactions
is shown to apply Lo lamirar interactions as well.

Recent LDV flowfield data for a supersonic interaction
are presented. They nicely confirm the vortical structure
of tht interaction deduced from the surface data as well
as the important thickening of the viscous layer due to
separation. They also show that the vertical dimension
of the interaction does not obey a conical similarity rule Fig. 1: Simplest swept shock wave/boundary layer
but rather follows the classical boundary layer scaling. interaction configuration :a wedge mounted

normal to a flat plate
Numerical investigations confirm these experimental

findings. None of these has however been carried out in two major reviews by Settles and Dolling [2, 3]. Now,
with sufficient grid resolution so as to demonstrate grid despite extensive research in this field, these interactions
convergence and code validity, in particular concerning are still only partially understood and important contri-
the location of separation lines. butions are still coming out [4, 5]. In two companion

lectures, Profs G. Settles and D. Knight present the ma-
jor results concerning interactions between swept shock
wave and turbulent boundary layers from the experimen-

2 INTRODUCTION tal and numerical points of view, while the present paper
will deal with their laminar counterpart.

The interaction of shock waves with boundary layers is
one of the basic problems of supersonic and hypersonic Now, contrary to 2D interactions where laminar inter-
aerodynamics, and has both fundamental and practical actions are extensively documented in the supersonic as
importance. From a practical standpoint, it is really well as in the hypersonic r6gimes, there exist very little
ubiquitous and strongly influences the drag of airfoils data about supersonic laminar interactions and only little
and airframes in general, the efficiency of controls, the more in the hypersonic r6gime. In addition, most of the
efficiency of air intakes, and the wall heat transfer to hypersonic results concern symmetric corner flow config-
hypersonic vehicles, to name just a few. From the fun- urations which have a somewhat different character. As
damental point of view, it represents one of the simplest a matter of fact, the scarcity of the data for laminar in-
occurrences of a strong viscous/inviscid interaction in- teractions was pointed out by Settles and l)odson 16] in
volving separation, and therefore an ideal test case for their review of hypersonic shock wave/boundary layer in-
Navier-Stokes solvers. teractions data sets.

For all these reasons, this problem has attracted consider- In the present paper, we shall thus review the existing
able attention over the last fifty years. Initially, the focus work on swept shock wave/laminar boundary layer inter-
has been on two-dimensional flow, which can now be con- actions, including flow along axial corners, as well as some
sidered to be relatively well understood, although some recent unpublished VKI work. From the limited amount
difficulties remain in their numerical prediction especially of experimental and numerical data, the flow structure
at hypersonic speeds [1] and also in the understanding of will be discussed and compared to the turbulent flow

counterpart and finally areas where additional work is
*Associate Profesor needed will be identified.
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3 FLOWFIELD CONFIGURATIONS produced by the shock generator wtuch irmpacts un the
boundary layer developing on the flat plate, which, being

Swept shock wave/boundary layer interactions may ex- parallel to the flow, does not produce a shock wa% c except
ist in various flow configurations. As mentioned pre- the (weak) shock due to leading edge viscousiinviscid
viously, the most simple is probably the case of the interaction. This class of configurations can further be
wedge mounted normal to a flat plate parallel to the flow subdivided into two subclasses depending on whether the
(Fig. 1). This may be generahzed by substituting the shock generator apex lies at the flat plate leading edgte
wedge by any conical shock generator, as shown in Fig. 2. or downstream of it. The former case will be called ari
Particular cases, in addition to the normal wedge, are the intake-type configuation, while the latter will be called

a fin-type configuratior This problem is characterized
by an extra parameter, i.e. the flat plate boundary layer

FLOW DIRECTMON thickness at the location of the shock generator apex or.
more appropriately, the Reynolds nurnber based on this

Another class of configurations is obtained from the
intake-type configuration by setting the fiat plate at in-
cidence with or without leading edge sweepback Such
configurations have been studied exclusively with planar
conical shock generators and are known in the literature
as corner flows. Because the flat plate is now at inci-
dence, it also produces an inviscid shock wave, so that

Fig. 2: Arbitrary conical shock generator the flow produced by such configurations is character-

ized by a shock/shock interaction in addition to shock
symmetric dihedron (Fig. 3a), the asymmetric dihedron wave/boundary layer interactions on both planar sur-
(Fig. 3b) and the half circular cone (Fig. 4). For all faces. These configurations have been mostly studied for

symmetric cases, i.e. when both planar surfaces have the
FLOW DIRECTION same incidence with respect to the flow and leading edge

sweephack angle. It is clear from the previous discussion
that the intake-type configuration is a particular case of
an asymmetric corn.Lr *.••,- c . .

The characteristics of the three classes of configurations is
summarized in Table 1. Although all three types of con-

Configuration Fin-type Intake-type f Corner

(a) Symmetric dihedron -
# ofshock 1 1 2

FLOW DIRECTION generator surfaces

Nature of shock any any planar

generator surfaces

Incoming Yes No N o
boundary layer

"Table 1: Summary of swept shock wave/boundary
layer interaction configu-ations

(b) Asymmetric dihedron
figurations will be discussed, the present paper will em-

Fig. 3: Dihedron shock generators phasize the fin-type and intake-type configurations. Full
details about the corner configurations may be found in
the excellent review paper by Hummel [7].

FLOW DIRECTION

4 EXPERIMENTAL RESEARCH

"4.1 Literature survey

Initial investigations of swept shock wave/laminar bound-
ary layer interactions were carried out by Stainback [8, 9]
in the early sixties at about the same time turbulent in-
teractions were first studied [10, 11]. Stainback consid-
ered corner configurations where both surfaces were set

Fig. 4: Half circular cone shock generator 'Such configurations are those of Fig. 1-4 where the fiat plate

leading edge is moved downstream as indicated by the hatched
these configurations, there is only one inviscid shock wave lines



at zero incidence with respect to the flow and performed layer separation rather than to an inviscid interaction •s
surface pressure and heat transfer measurements at Mach proposed by the original investigators
5 and 8. He observed strong increases of both parameters
in the corner region with respect to flat plate data. To clarify this issue and also to find out the purely mvis-

cid flow structure, West and Korkegi [16] studied corner
Charwat and Redekeopp [121 in the late sixties performed flows at Mach 3 over a wide range of Reynolds numbers
extensive measurements in a few syrmnetrical and asym- (from 0.4 to 60 106). They observed that for turbulent
metrical corner configurations at Mach numbers rang- interactions corresponding to Reynolds numbers larger
ing from 2.5 to 4. Experimental results included sur- than 3 106, the wave structure deterrmned from pitot
face flow visualizations, surface pressure measurements pressure surveys was virtually independent of Reynolds
and pitot pressure surveys. The emphasis of the research number, from which they concluded that it represents
was mainly to characterize the outer inviscid flow struc- the purely inviscid flow structure. The correctness of this
ture. Despite the oresence of strong viscous effects due conclusion was later confirmed by the numerical studies
to shock wave/boundary layer interactions, Charwat and of Kutler [17) and Marconi [18], whose inviscid results are
Redekeopp found the flow structure to be conical - this in close agreement with the experimental data of West
behaviour should be expected for pure inviscid flow - and Korkegi as will be shown in section 5.1. On the
except close to the leading edge, where the hypersonic contrary, for a lower Reynolds number corresponding to
interaction parameter was large. Upon analysis of their laminar flow, displacement effects due to the extensive
experimental data, they proposed the following flowfield separation were shown to result in an outward displace-
model (Fig. 5). The individual wedge shocks interfere to ment of the wave structure.

F .","• . oAnother major finding of their study was the confirma-
-o,.- ... tion of Korkegi's 1151 earlier suggestion that the interfer-

ence flow region outboard of the embedded shock resulted
from flow separation due to the interaction of the embed-
ded shock with the boundary layer rather than from an

,- ,.n• •/- ~"• " ' inviscid phenomenon. This is demonstrated by the much
greater extent of this region for laminar flow, which is

- , . typical of the much greater spread of separated laminar
(,hp '-•, flow. It is worthwhile noting that, notwithstanding this

viscous nature, the flow pattern in this region was essen-
tially conical, whether the boundary layer was laminar or
turbulent.

All previous investigations concerned corner flow configu-

•Z, •rations and most of them were symmetrical. The first in-
-Z In vestigation of an intake-type configuration (if one excepts

the plate/plate configurations studied by Stainback [8, 9])
"-- .. was performed by Cooper and Ilankey [19] under hyper-

sonic (M = 12.5) flow conditions. The shock genera-

Fig. 5: Corner flow 0 tructure according to Charwat tor was an unswept 15 degree wedge. The objective of
and Redekeopp [12] their investigation was to determine the flow structure

for a case in which the dominant phenomenon is the

shock wave/boundary layer interaction rather than the
create a corner shock. This corner shock interacts with shock/shock interaction for corner configurations, and to
each unperturbed wedge shock at a so-called triple point, identify regions of local intense heating, a very signifi-
producing an embedded transmitted shock impinging on cant issue for hypersonic flows. Measurements included
the wedge and a slip line running into the intersection of oil flow visualizations, surface pressure distributions and
wedges. On each wedge, an oil-accumulation (separation) pitot pressure surveys. The results of the pitot pressure
line was identified. Charwat and Redekeopp include in surveys revealed that the interaction of the weak shock
their model an additional (separation) shock emanating generated by the viscous interaction at the flat plate lead-
from this accumulation line and running into the triple ing edge with the strong wedge shock did not result in
point, although it does not clearly appear in their experi- a wave pattern involving a corner shock with two triple
mental data. After discussing this feature, they conclude points as observed earlier for symmetric corners ([12, 16]
that it must be an essentially inviscid phenomenon. - see also Fig. 5) but rather in a pattern involving a single

triple point (Fig. 6). Such a pattern was later to be ob-
Corresponding investigations were carried out at hyper- served as well by Rao in a fin-type configuration at Mach
sonic speeds by Cresci et al. [13] (M = 11.2) and by 6 (unpublished results shown in (201 - see Fig. 7). The
Watson and Weinstein [14] (M = 20) on symmetrical pattern proposed by Cooper and Hankey (Fig. 6) also in-
corner configurations. The same patterns as in the su- cludes two weak (C = pressure ratio = 1.3) compression
personic investigation of Charwat and Redekeopp were waves due to the separation of the plate boundary layer
observed, except that, because hypersonic boundary lay- which rolls up into an elongated vortex. Rao's vapour
ers are much thicker and shock waves lie much closer to screen visualization (Fig. 7) also shows the elongated
the corner, there is a much larger viscous influence on the vortical structure due to the separation of the incom-
shock system location. Also, because of increased shock ing boundary layer but no separation compression wave
intensities, more extensive separations were observed, is visible. Just as for the previous studies of symnmetri-

cal corners, oil flow visualizations revealed an essentially

In his 1971 survey paper, Korkegi [15] reexamined the conical flow pattern for Cooper and Hankey's intake-type
Charwat and Redekeopp results and suggested that configuration, including a primary and, clearly identified

the interference flow between the embedded transmitted for the first time, a secondary separation line. Actually,
shock and the oil accumulation line was due to boundary a close look at Charwat and Redekeopp's results allows
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this crounfigreation chadenot breensu di then ex lan mi,'Natr

(from [20]) 3]) actually it is the most studied swept shock
wave/boundary layer interaction in the turbulent regimne

regime before the experimental and numerical investiga
to identify a secondary separation in their case as well. tions by fl egrez [28, 29. 30] The shock generator was a

The interpretation of the separation pattern as in Fig. 6 wedge mounted normal to a flat plate (Fig. 1). lxplr-was however later shown to be incorrect by Korkea [21], imental results included surface flow vistalizations and
the correct pattern being shown in Fig 8. The high heat surface pressure distributions for a relatively limitce d test

transfer rates encountered in such interactions [22] is then matrix of wedge incidence angles (40 < • < 8°)j arid
explained by the attachment process of fresh outer fluid Ref at the shock generator apex. Flow visualizatiotns re-

along the reattachment line Al. vealed the presence of an extended separation ewen for
the smallest wedge incidence (and therefore the weakest

A systematic study of hypersonic corner flow con- shock), in contrast with turbulent flow, for which the in-
figurations was then performed at the hnstitut fur cipient separation wedge incidence would be around 100
StrorAungsmchanik of the Tchnical University of for the current value of Mach nurhdber (2.25), according
Braunschweig [23, 24, 25, 26, 7]. Experimental results in- to a criterion due to Korkegi [31]. The separation line de-
cluded surface pressure and heat transfer measurements, terrined by the oil flow visualizations was straight near
oil flow visualizations and, most importantly, detailed the shock generator apex, indicating a conical pattern
pitot pressure surveys. The studies, mostly carried out at but bent downstream. Whether this was a genuine phe-
Mach 12.3, examined the effect of several parameters in- nomenon , an edge effect or an artefact of the exper-
cluding wedge deflection, leading edge sweepback and ax- imental technique was not determined. Also, because
iat corner angle (also called dihedron in [12]). The results only the flow upstream of the primary separation line
of the flow surveys were analyzed in detail and compared was visualized, nothing could be said about the existence
with the flow structure reconstructed from a few key data of a secondary separation. Pressure distributions exhib-
and the shock wave relations. A typical example of such ited a characteristic mild pressure rise upstream of the
a comparison is shown in Fig. 9. The agreement is seen inviscid shock followed by a steep increase slightly down-
to be excellent. The identified flow pattern confirms and stream of the shock, a peak near reattachrent and a
refines the earlier results of Charwat and Redekeopp [ 2) smooth relaxation towards the inviscid post-shock level,

tand West and Korkegi [16], clearly exhibiting clearly the very much like the distributions obtained by Charwat and
embedded shock (which for this hypersonic flow is oblique Redekeopp [12] for their corer configuration. The pres-
rather than essentially normal in the former supersonic sure rise upstream of the inviscid shock wave was found
experiments), the slip line from the triple points as well as to be essentially independent of shock wave strength and
the primary and secondary vortices due to shock-induced the pressure distributions agreed reasonably well with a
boundary layer separation. Worth noticing are the refle- conical scaling.
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4.2 Recent experimental investigations ent, well below the recovery temperature

at the von Karman Institute
Experimental configurations

The investigations reviewed in the previous sections con- All experiments concerned intake-tyrpe corfiguswrsto
tributed significantly to the understanding of swept shock The supersonic shock generalors inc=il6.d un2 apt
wave/laminar boundary layer interactions. In particular, wedges (Fig. 1) with incidence angle,- o =t 49 12 and
the inviscid shock structure of corner flow configurations 15', an asymmetric dihedron (Fig. 3b) with alt incidence
has been extensively documented and is now fairly well angle a = 15' and a leadin.- edge sweepback \ = 27°, itd

understood, although the realm of possible flow struc- a half circular cone of 240 half opening angle The two
tures is far from being completely explored as revealed latter configurations, which are displayed in Figs (1- 11.
by some recent numerical investigations of this flow con- were chosen in such a way that the inviscid shock wave
figuration [32, 33]. On the contrary, there are still many
unanswered questions about the viscous/inviscid interac-
tion between a swept shock wave and a laminar bounadry
layer as it occurs in intake or fin-type configurations.
Some of these questions have been addressed in recent
investigations at the von Karman Institute [34, 35, 36]
which have not been reported in the open literature so
far and which will now be described.

4.2.1 Facilities and experimental configurations

Wind tunnel facilities
The experiments were carried out in two different facil-
ities at supersonic (M = 2) and moderately hypersonic
(M = 6) Mach numbers. The supersonic facility (Sl)
is a continuous closed circuit facility of the Ackeret type .. ,:.,,'

with a 40 cm by 40 cm test section. The range of stagna-
tion pressure is from 0.1 to 0.3 bar. The Mach 2.0 nozzle Fig. 10: Asymmetric dihedron model
was selected to perform the experimemts. This gives unit
Reynolds numbers in the range Uos to 3 10 6m-1. The footprint on the plate was the same as the one produced
models were at near adiabatic conditions for all tests, by the unswept wedge with a 12' incidence angle, for rea-

sons which will be discussed in section 4.2.4. The shock
Hypersonic experiments were carried out in the H3 blow- wave generated by the half cone was calculated by a nu-
down facility. This tunnel is equipped with an axisym- merical solution of the Taylor-McColl equation while that
metric nozzle providing a Mach 6 free jet of approxi- generated by the asymmetric dihedron was calculated us-
mately 150 mnm diameter. Stagnation pressures can be ing a conical Euler solver developed at the VKI [37]. The
varied between 6 to 30 bar while a pebble-bed heater pressure contours in a cross flow plane perpendicular to
is used to vary the total temperature between 4500 and the plate and to the shock generator surface is shown in
6000K. The corresponding unit Reynolds number range Fig. 12. The shock wave is seen to be particularly well
is from 7 to 30 10ts _s-1. All models were tested under resolved near the plate surface, due to a local mesh clus-
cold conditions, i.e. their initial temperature was ambi- tering.
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Fig. 11: Half circular cone model

i "S

""h •- gnrt.ig. 13: Surface flow visualization, M unsweptS"• • • shock ge'ner'itor, o =9

L' separation line. with the aft part cf the model remaining
clean, inaccessible by the oil flow from upstream. An-
other interesting observation from Figs. 13-14 is that the

*-primary separation line is cssvntially straight, suggesting
6' 8 a conical behaviour a.s observed in former studies I19]J

S- Coming back to Fig. 13, one observes also a region of
* sluggish oil flow immediately downstream of the primary

I ~separation line. TIhe extent of such a region of sluggish
fluid is seen to increase as the wedge incidence is increased

." _L (see Fig. 15). This suggests that this region may be asso-
0.5 0.0 O.s • ciated with the existence of a secondary separation. To

Fig. 12: Inviscid flow over asymmetric dihedron provide some support to this hypothesis, the same kind
of technique used in Fig. 14 was applied. Specifically, Oil

pressure contours in crossflow plane was introduced only near the flat plate leading edge and

near the primary attachment line. The resulting pattern
(Fig. 16) shows the existence of a clean region between

The hypersonic shock -Tenerators were unswept wedges the two regions covered with oil, which nicely confirms
with incidence angles o = 3,6, 9,12 and 15', as well as the existence of secondary separation. Secondary separa-
an asymmetric Ilihedron with a = 15', A = 80.5'. Just tion was observed for o = 9, 12 and 15'.
"-s for the supersonic experiment, the leading edge sweep-
back was chosen in such a way that the resulting shock As the flow visualization features appeared mostly con-
wave impacts the flat plate at the same location as that ical, their angle was determined. Because of the qual-
produced by the 12' unswept wedge. itative character of the visualization technique anrd of

the photographic recording, the uncertainty on the an-
gle values was estimated to be ± 2 degrees. Angles of

4.2.2 Surface flow visualization (skin friction the upstream influence line, defined as the line where the
patterns) skin friction lines first deviate from the free stream direc-tion, and of the primary and secondary separation lines

Supersonic flow with respect to the free stream Mach line are displayed in

Surface flow visualizations were carrieo out -nly for Fig. 17 as a function of the shock wave intensity as rep-

the unswept wedge shock generators and for only one resented by the normal Mach number M. = MIf sin 3n.
Reynolds number, since this parameter did not prove to It is seen that the upstream influence line angle increases
have a significant effect in previous studies. In all cases, a slowly with shock strength whereas the separation line
primary separation line (oil convergence line) clearly ap- angle first increases rapidly, until it gets close to the up-

peared as well as a herringbone pattern associated witl stream influehce line angle, after which it follows the evo-
primary attachment. Fig. 13 shows for instance the flow hltion of the upstream influence line angle.

'isualization obtained for the 9' wedge. To demonstrate
without ambiguity that the oil convergence line is indeed Hypersonic flow
a s. paration line, a second visualization in which only Surface flow visualizations exhibited the same qualitative
the fire part of the model was covered with oil was per- features as for supersonic flow : the patterns were coni-
formed. One etc,-4rye-s that the oil runs only up to the cal and an extensive primary, separation was observed in

L
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Fig. 15: Surface flow visualization, M = 2, unswept
Fig. 14: Surface flow visualization, A ,eiec shock generator, a = 150

of piimary separation

Attachment lines Peak heat transfer
all cases. Because of the higher Mach number, angles of
all characteristic lines (upstream influence, separations, Order angle angle
attachments) are of course considerably smaller than for
their supersonic counterparts. Secondary separation is
observed already for the weakest shock, as demonstrated Al 13.50 11-30
in Fig. 18 which shows the existence of a clean region
downstream of the primary separation line. As the wedge A3 17.50 14.9'
angle is increased, additional features are observed. For
a = 6' (Fig. 19), one distinguishes three dark lines orig- A4 19.90 19.50
inating from the wedge apex. The most upstream one is
the primary separation line, the most downstream one is A2 25.1' 23.1V
the secondary separation line, but the nature of the third
line is not clear from the oil flow visualization. A mixed
oil flow/oil dot visualization (Fig. 20) allows to identify Table 2: Comparison of attachment line angles and
it as a tertiary separation line. Although this may not peak heat transfer angles
appear obvious from the figure, it becomes much clearer
for stronger interactions such as that produced by the
unswept 120 wedge as shown in Fig. 21 which compares by Hlummel [7]. In summary, primary and secondary sep-
oil flow and oil dot flow visualizations for this case. It is aration lines were observed for all wedges, tertiary sep-
believed that this is the first time a tertiary separation aration appeared for a = 60 and quaternary separation
has been observed in a swept shock wave/boundary layer for a 9*. The evolution of upstream influence, primary
interaction, although tertiary separations have been ob- and secondary separation line angles with shock strength
served in other circumstances as for instance flows over is shown in Fig. 23. It is seen to exhibit the same trends
cones at angle of attack [201. Actually, looking atten- as observed in Fig. 17 for supersonic flow. Finally, the
tively at Fig. 21a, one can identify a fourth dark line surface flow visualizations performed for the asymmetric
between the tertiary and secondary separation lines sug- dihedron shock generator are displayed in Fig. 24. The
gesting the presence of a quaternary separation, although upstream influence, primary and secondary separation,
it is not clearly distinguishable from Fig. 21b. Additional as well as primary reattachment line angles are observed
support to this hypothesis is given by heat transfer mea- to be very close to those observed for the unswept 12*
surements performed by Papuccuoglu [38] in the same wedge. This point will be further discussed in section
configuration for a = 9'. Fig. 22 shows the heat transfer 4.2.4.
coefficier'. (Stanton number) distribution on a line per-
pendicuiar to the freestipam at 7.5 cm from the wedge
apex. One observes four peaks which can be attributed
to 4 attachment lines. As a matter of fact, their loca- 4.2.3 Surface pressure measurements
tion is seen to correspond fairly well with the location
of attachment lines as determined from surface flow vi- Supersonic flow
sualizations (Table 2). It should be mentioned however Surface pressure measurements were obtained for the
that the innermost heat transfer peak can also be ex- unswept shock generator at 6, 9 and 12 degrees, for the
plained by the presence of a corner vortex, as proposed swept asymmetric dihedron and for the half circular cone
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Fig. 18: Surface flow visualization, M = 6, unswept
shock generator, a = 3'

Fig. 16: Surface flow visualization, M = 2, evidence
of secondary separation

configurations. Tunnel blockage problems prevented to
make the pressure measurements with the unswept shock
generator at 15 degrees incidence. The model was instru- Fig. 19: Oil flow visualization, M 6, unswept shock
mented with three rows of pressure taps perpendicular to generator, a 6'
the free stream direction at respectively 5 cm, 10 cm and
15 cm from the flat plate leading edge.

Fig. 25 shows the pressure distributions on the three rows board of the inviscid shock wave location (y/x > 0.8)
fig the showsthe pressure atributidence nThe tpresses the pressure is seen to decrease as the axial distance from
for the unswept wedge at 9s incidence. The pressures the leading edge is increased. This is due to the flat plate
non-dimensionalized by the frecstream static pressure are leading edge viscous interaction effect and suggests that it
plotted as a function of the reduced coordinate y/z where might be better to non-dimensionalize the pressure by the
Sis the transverse coordinate and x the distance of the flat plate pressure at the same axial location 2 to remove
row from the leading edge. Although all three distribu- the leading edge interaction effect. Unfortunately, the
tions are relatively close in this conical coordinate system, pressure taps did not extend far enough laterally to reach
the differences are too large to be attributed solely to ex- the fully undisturbed flow region, so that this alternativh
perimental scatter. As a matter of fact, a general trend scaling could not be attempted. Fig. 25 also displays
is observed, especially for the part of the interaction out- the locations of the upstream influence, primary and sec-

ondary separation, and primary reattachement lines as
determined from the surface flow visualizations, as well

SUp ile n Ias the inviscid pressure distribution. The location of the
* Prinm S=pm I usptrearn influence line is seen to coincide with the initialpressure rise while the primary reattachment coincides

40- with thý pressure peak.

35-
The effect of shock strength is shown in Fig. 26 which dis-

30 plays the pressure distributions on the second row for the
25-' three unswept shock generator configurations. Whereas

for the a =60 case the pressure increase appears mono-
20 tonic, for the a = 9 and 120 cases, there is an initial

modest pressure rise followed by a plateau, a small dip
0 and then an abrupt pressure rise leading to a peak before

10. the pressure relaxes to the inviscid value. It is interesting
0 to note that the existence of a lo(,ý' pressure minimum

5. , , coincides with the observation of secondary separation in
1.1 1.2 1.3 1.4 the flow visualizations. However, the resolution of the

pressure measurements should be increased to provide
more details around the local minimum before a definite

Fig. 17: Separation l;Ae angles as a function of shock 2This is actually what has been done by some previous authors,

strength (Mach 2) e.g. Hummel 171.
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(a) Oil flow technique

Fig. 20: Mixed surface flow visualization, M = 6,
unswept shock generator, a = 6'

statement can be made about the relation of the pressure
minimum with secondary separation. Another interest-
ing observation is the fact that the amplitude of the ini-
tial pressure rise appears to depend very little on shock
strength, as was already observed by Degrez [281 for his
fin-type configurations, with a maximum pressure level k
upstream of the shock around 1.2.

Pressure distributions measured with the asymmetric di- (b) Oil dot technique
hedron and half circular cone shock generators will be
presented and discussed in section 4.2.4. Fig. 21: Surface flow visualization, M 6, unswept

shock generator, a = 120
Hypersonic flow
Surface pressure measurements were obtained for all
unswept wedges (30 < a < 150). The flat plate was the curve correspond. .g to a = 12 and 150 in Fig. 28. In
instrumented with 44 pressure taps distributed on three other cases, no undershoot is visible but one may have
rows perpendicular to the free stream direction at respec- been missed due to the lack of resolution of the pressure
tively 4.5, 6.5 and 8.5 cm from the flat plate leading edge. tapping.

The general shape of pressure distributions was the same
as observed for supersonic flow, i.e. an initial smooth and
modest pressure rise outboard of the inviscid shock wave 4.2.4 Effect ,of shock generator geometry - Free
is followed by an abrupt increase near the inviscid shock interaction
wave location, a peak near primary reattachment and a
relaxation towards the inviscid post-shock level. This is As mentioned in section 4.2.1, the asymmetric dihedron
illustrated in Fig. 27 which shows the pressure distribu- and half circular cone shock generators studied in the
tions measured with the 150 wedge. As for the supersonic recent experimental investigations at the VKI were de-
case, the surface pressure is normalized by the freestream signed in such a way that they produce inviscid shock
static pressure but the coordinate in abscissa is the argu- waves whose strength at their impact on the plate was
ment , in a polar coordinate system centred at the wedge 187-7- 1
apex and whose reference direction is the freestream di-
rection. This is related to the reduced coordinate y/x 16-
used for supersonic flow (Fig. 25) by y/z = tan 0. The '04
pressure distributions on the three rows are seen to be 1
in much better agreement than for supersonic flow. This -
confirms the quasi-conical behaviour of the interaction. 12
Unfortunately, because of the limited resolution of the 10. dta

pressure tapping, the details of the pressure distributions, 10",
in particular near the inviscid shock wave could not be -""C

6 p
The effect of shock strength on the pressure distributions
is shown in Fig. 28 which shows pressure distributions
at x=8.5 cm for different wedge incidences. Again, one
observes the weak dependance of the initial pressure rise 2.
with shock strength, with a maximum value of normal-, .

ized pressure upstream of the inviacid shock wave around T 3 z, 5
1.5 (against 1.2 for the supersonic experiments). Pressure (cm)
undershoots near the inviscid shock wave, which were as- Fig. 22: Spanwise Stanton number distribution at x =
sociated with the existence of secondary separation in 7.5 cm, M = 6, unswept shock generator, a =
supersonic flow are also observed in most instances, e.g. 9o
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(b) Oil dot technique inviscid shock wave is seen to be excellent. Both results
give evidence that the conical free6 interaction concept

Fig. 24: Surface flow visualization, M =6, asymmet- applies to the present class of laminar interactions.
ric dihedron, a = 15', A = 80.,5'

identical to that of the shock generated by a 12' unswept 4.5 Veoiymau mnt

wedge. The motivation behind this design was to de- Longitudinal velocity measurements were performed in
termine whether the so-called free interaction concept the interaction produced by a 60 unswept wedge at Mach

applies to laminar interactions. This concept first for- 2 using single component Laser Doppler Velocimetry
mulated by Settles and Lu [39] for turbulent interactions (LI)V). The LDV system is a dual beam fringe mode
and initially dubbed 'conical similarity signifies that the system with forward scatter light collection. Special care
upstream part of conical interactions does not depend on has been taken to optimize the seeding material and de-
the particular shock generator geometry but only on the livery system for the extremely severe circumstances en-
incident shock strength. Support for this concept was countered in the present test conditions (extremely high
giv n by the study of Settles and Kimmel [40] as well as velocity gradients - up to 600ms 3 per mm -, high ve-
by some recent experiments [411 and computations [42], locities and low densities), which make particle lag prob-
also in the turbulent rngime. lems particularly serious. The optimization process, as

well as the validation of the set up is discussed in detail
In section 4.2.2, it was shown (Fig. 21 & 24) that surface in (36, 43]. Traverses were performed along two rows par-
flow visualizations obtained at Mach 6 for the unswept allel to the flat plate leading edge at respectively x = 100
wedge and the equivalent asymmetric dihedron were mm and x = 250 mm. In total, 11 traverses were ob-
nearly identical and in particular, the separation and tained at 10 different locations. Because of this very lim-
reattachment line angles were found to match closely. In ited number of traverses, and also because a malfunction
Fig. 29, spanwise pressure distributions at x=5 cm in su- of the tunnel drying system resulted in variations in the
personic flow are compared for the three equivalent shock test conditions between runs, the results give only quali-
generators. The agreement of the curves outboard of the tative information about the flow and are of limited use-
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distributions (Mach 6)

fulness for quantitative analysis, e.g. for code validation The S-shape of the velocity profile is associated with the
presence of the vortical structure produced by the bound-
ary layer separation, and was also observed in turbulent
interactions [45, 46, 47]. The thickening of the boundary

Surface flow visualizations and pressure measurements layer and the amplification of the S-shape of the velocity
having demonstrated the quasi-conical symmetry of the profile continues as one progresses to the next exploration
interaction, the velocity profiles are displayed and ana- station at y/x = 0.65 (Fig. 32). At this point, the vis-
lyzed as a function of the reduced coordinate y/x. They cous layer has become three times thicker than the corre-
are plotted together with the flat plate velocity profiles sponding flat plate boundary layer. One can also observe
under the same flow conditions as calculated from the that the velocity profile does not reach the free stream
Chapman-Rubesin theory [44]. This allows to observe velocity value. This should be expected as the present
the effect of the interaction with respect to the undis- value of y/x corresponds to a station downstream of the
turbed flow case. inviscid shock wave. The measured asymptotic velocity

indeed corresponds quite closely to the post-shock value
The most outboard velocity profile (Fig. 30) was mea- computed from oblique shock relations (u2 = 480 ms- 1).

sured at y/z = 1.4 or equivalently at 6 = tan-' (y/x) = This close agreement indicates that, at this location,
54.5°. This is slightly downstream of the upstream influ- there is no noticeable particle lag due to the oblique shock
ence line as determined from surface flow visualizations wave. At the next station corresponding to y/x = 0.5
(0. = 58.50). One observes that the velocity profile is (Fig. 33), one observes a drastic change : the viscous
indeed perturbed, although quite moderately, by the in- layer has become considerably thinner than the undis-
teraction. With respect to the undisturbed flat plate pro- turbed flat plate boundary layer and has completely lost

file, the essential differences are a 50 % increase in the its S-shape, resembling rather an accelerated boundary
boundary layer thickness and the appearance of a small layer profile. Both of these features are indicative of an
inflection in the profile. Getting deeper in the interac- attachment phenomenon, which agrees with the surface
tion region (for a smaller value of y/x), the boundary flow visualization results since primary reattachment was
layer thickens and develops a typical S-shape, as illus- observed around an angle of 26', close to the present sta-
trated in Fig. 31 which shows a velocity profile measured tion. Finally, at y/x = 0.38, the boundary layer is seen
at y/x = 0.8, i.e. near the inviscid shock wave location, to be relaxing towards a flat plate boundary layer corre-
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sponding to post-shock conditions (Fig. 34). viscid flowfield is therefore complicated by the interaction
of these two shocks and this interaction has been shown

To check whether the quasi-conical symmetry of the in- in section 4.1 to play an essential role also for real viscous
teraction applies to the velocity profiles, for two values of flows. Inviscid analyses therefore present a real interest
y/z (0.8 and 0.5), traverses were measured at the two Ion- for corner flows and were performed initially.
gitudinal locations and compared. The comparison was
performed by non-dimensionalizing the vertical coordi- Kutler [17] solved the conical Euler equations using a

a( 2,0,C, shock capturing technique for the configuration studiednate by the flat plate similarity parameter uV I, by West and Korkegi [161. The resulting shock pattern
where Cc is Chapman's viscosity constant, v,. and u. was in very good agreement with the experimental re-
are respectively the freestream kinematic viscosity and suits when the boundary layer was turbulent as shown
velocity) and the velocity u by the local outer flow ye- in Fig. 36 which compares the experimental results of
locity. Fig. 35 shows the results of the comparison for West and Korkegi with numerical results of Kutler and
y/x = 0.5. The agreement is seen to be quite good. This of Marconi [18], to be discussed below. The same nu-
gives additional support to the validity of the conical scal- merical approach was subsequently used by Shankar et
ing in the x - y plane, while in the vertical direction, the al. [48] and by Anderson and Nangia [u9s to study a va-

correct scaling seems to be the classical laminar bound- riety of corner flow configurations, including swept and
ary layer scaling. Additional measurements are however asymmetric configurations.
needed to confirm this observation.

Shankar et al. compared their results with the experi-
mental data of Charwat and Redekeopp [121. Although
the shock patterns qualitatively agreed, the actual po-

5 NUMERICAL RESEARCH sition of shock waves did not agree, lying further out-
board in the experimental results. This is due to the out-

5.1 Inviscid flow ward displacement of the shock structure due to laminar
boundary layer separation as shown by the experimen-

As mentioned in section 2, corner flow configurations dif- tal study of West and Kod'egi [16]. Anderson and Nan-
fer essentially from intake or fin-type configurations by gia compared their results with their own experimental
the fact that they involve two shock generators. The in- data obtained for turbulent flow at Mach 2. Despite the

-- I ~ mmla• ma ~ lii[ -
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method whereas the latter conpared this method with
the the conical time-dependent method developed at the
VKI [37, 51]. It was found that when the slip lines ter-

+ I fminated inside the flow, this was associated with the ex-
0 ----(.mn. Y-:

20 istence of vortices within the inviscid flow and moreover

U. 10- that this vortical pattern could be asymmetric even for¥ vo 10 • • ••Odirsymmetric configurations. This is illhstrated in Fig. 37

which displays crossfiow streamlines in a symmetric cor-
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Fig. 35: Comparison of velocity profiles at y/x = 0.5
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ner at Mach 10 with a wedge deflection b = 8.

S 07 0? 03 • 0'5 06 ' Fin and intake-type configurations exhibit a much sim-
pler inviscid flow pattern. For unswept wedge and half

Fig. 36: Wave pattern in corner flow configuration : circular cone shock generators, the inviscid flow even

comparison of experimental results of West has an analytical or semi-analytical solution. However,

and Korkegi [16] and computational results for more general shock generators such as symmetric or

of Kutler [17] and of Marconi [18] asymmetric dihedrons, the inviscid flow and in particu-
lar the shock shape can only be determined by numerical
solutions of the Euler equations. Such solutions were ob-
tained by Salas [52] and by Bewley [53) for symmetric

coarseness of the computational mesh, good agreement dihedrons, and by the present author for asymmetric di-
was found between computed and experimental wave pat- hedrons (unpublished results - see Fig. 12).
terns.

Marconi [18] used a shock fitting approach to solve the
conical Euler equations for unswept symmetric corner 5.2 Viscous flow
flow configurations. He studied the effect of Mach num-
ber and wedge deflection and found the existence of two The first numerical computation of a swept shock
flow rdgimes. For small wedge deflections, the wedge wave/laminar boundary layer interaction was performed
shocks intersect and no slip line is present whereas for by Shang and Hankey [54]. They implemented the ex-
larger deflections, the structure described above with a plicit predictor-corrector scheme of MacCormack [55] to
corner shock, two triple points and two slip lines is ob- solve the 3D time-dependent Navier-Stokes equations for
served- An example of such a case is West and Korkegi's the intake-type configuration studied experimentally by
configuration for which Marconi's results are seen to be Cooper and Hankey [19]. They used a series of rather
in good agreement with both the experimental data and coarse meshes with the finest being made of 8x32x36
Kutler's computation (Fig. 36). points. The mesh was conically expanding in the ax-

ial direction to reflect the quasiconical nature of the flow
Some experimental [14, 7] and theoretical [50] studies observed experimentally. Despite the coarseness of the
suggest that in some instances the slip lines originating grid, the essential flow features were correctly captured
from the triple point do not run into the intersection of as seen in Fig. 38 which shows a comparison of measured
wedges but terminate somewhere in the flow. Such pat- and computed pitot pressure contours. The effect of grid
terns were recently shown to exist in numerical solutions coarseness however shows up clearly in the smearing of

of the Euler equations by Marsilio [32] and Degrez et the wedge shock and of most of the flowfield details. Simi-

al. [33]. Both analyses used a shock capturing finite vol- lar to the experimental results, the computed skin friction
umeo approach but the former used a 3D space marching pattern (Fig. 39) shows the presence of a primary and a
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2 Fig. 40: Comparison of measured [191 an~d coin

10 puted [541 pressure distribution on flat plaite
in intake configuration (6.• = 15'. Pvf--

29, 12.5)

_ i being laminar and the downstreamn region turbulent. As•
0 ?0 ,c to0 • in the previous study, the mesh was conically expanding

Fig, 38: Comparison of measured [191 (a) and corn- in the axial direction with 17x33x33 points. The nu-
puted [54] (b) pitot pressures in intake con- mericall results nicely reproduced the experimental ob-
figuration (6_ 15', Moo 12.5) servations including the S-bend of the primary separa-

tion line due to the transition from laminar tu turbulent
flow(Fig. 41). The outward displacement of the wave pat-2 .0
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ininnintakeoconfiguration (, 1515.M.M. =

Fg 38 .5 C onofmured [19 0 (a Fig. 41: Computad t56i skin friction pattern in sym-

12.5)metric corner configuration (6 =- 9.5', Mo_ =3.0), together with experimental r16i separa-

tion line
secondary separation. The extent of the secondary sepa-
ration is however not captured properly because of the ex- tern due to the extensive boundary layer separation in the

cessive numerical dissipation due to the coarseness of the lamtinar flow region was also correctly simulated as seen
grid. One also observes the nearly conical nature of the in Fig. 42 which compares the computed and measuredcomputed flowfield. It should be kept in mind however wave patterns in the laminar and turbulent flow regions.

that the conical nature and the coarseness of the mesh The slip lines emanating from the triple points are also
would prevent to capture properly moderate departures seen to be well captured by the numerical solution.
from conicity as for example in the strong interaction re-
gion near the flat plate leading edge. Finally, Fig. 4 .0 At about the same period, Hung and MacCormack [57]
shows that the computed surface pressure distribution is solved the 3D time-dependent Navier-Stokes equations
in excellent agreement with the experimental results, the using the hybrid explicit/implicit scheme of MacCor-
pressure peak at reattachmnent being perfectly captured mack (581 for a three-dimensional compression cormer
by the computation. Notice also the close resemblance of configuration. The configuration was made out of a 2D
this pressure distribution with the distribution measured compression cormer mounted normal to a flat plate. This
in recent VKI experiments (Fig. 27). configuration is considerably more complex titan the ones

considered in this paper as it in-. olves both a 2D interac-
Later, Shang et al. 156) introduced a mixing length eddy tion at the compression corner and a 3D swept interaction
viscosity model and a transition model in their code and on the flat plate. No experimental data were available
computed West and Korkegi's [161 cormer flow configura- for comparison. The same flow solver was later extended

tion with Re/. = 1.1 10P. This corresponds to a transi- to turbulent flows and used to study turbulent interac-

tional flow care with the upstream region Re. <5 0.5 106 tions [59, 47). These will be described in the companion
-0.0
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paper by D. D. Knight whch crm-erns the computation 1
of turbulent interactions.

Degrez [29, 30] solved the 3D time-dependent Navier- 13 -

Stokes equations using the implicit scheme of Beam and 0 5 10 15 20 25 x(cm) 35
Warming [601 for a fin-type configuration previously stud-
ied experimentally by the same author [281. The Mach t,'ig. 44: Comparison of compuLed [301 and anva-
number was 2.25, the shock generator was an unswept 60 sured [28] pressure distribution on flat plate
wedge and the Reynolds number based on the distance (y = 5 cm) in fin-type configuration (6 = 6',
between the wedge apex and the flat plate leading edge M = = 2.25, ReOF = 1.08 105)
was 1.08 105. A coarse (35x36x20) and a finer (65x49x25)
mesh were succesively used. Contrary to the calculations
of Shang et al. [54, 56], the meshes were not conically
expanding from the wedge apex but were rather gen- fine meshes. Again, the pattern is nearly conical. Both
erated by conformal mapping in the x - y plane. The include a primary separation but the fine mesh results
pressure contours on the plate surface (Fig. 43 - fine also include a secondary separation. This is consistent
mesh) confirm the quasiconical symmetzy of the inter- with the observation of a trough in the computed pre.-.
action, although some departures from conicity are ob- distribution (Fig. 44). Whether this is actually a Pý.V%:
served, namely a curving in of the outermost pressure cal phenomenon is not clear as a recent computation ny
isolines and the development of a pressure trough when Hung [61] of the same flow configuration did not show the
progressing away from the wedge apex. This latter phe- presence of a secondary separation nor of a trough in the
nomenon was also recently observed in the numerical wall pressure distribution (Fig. 47). Also, no secondary
computation of a turbulent interaction by Panaras and separation was observed for a = 60 in the recent exper-
Stanewsky [5]. A quantitative comparison of computed imental investigation of an intake-type configuration at
and measured pressure distributions on a line parallel to Mach 2 by Piepsz (341 described in section 4.
the free stream at 5 cm from the wedge apex is shown
in Fig. 44. The fine mesh result is seen to be in quite The quasiconical nature of swept shock wave/laminar
good agreement with the experimental data except for boundary layer interactions suggests that they may be
the downstream pressure level, which is due to a differ- amenable to analysis using the conical Navier-Stokes
ence in free stream Mach numbers between theory and equations. Although supersonic inviscid flows over coni-
experiment, and for the presence of the pressure trough cal geometries are rigorously conical, this is not true for
around x = 13 cm. The computed skin friction patterns viscous flows. For high Reynolds number flows though, it
are shown in Fig. 45-46 for respectively the coarse and was shown theoretically [62] and numerically [63] that the
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conical Navier-Stokes equations represent a good approx- 1,5 LEGEND

imation of the real 3D equations. Such conical Navier- o OEGREZ DATA d .9 l ,*

Stokes computations were performed by Scriba [64) for 1.4 -. DEGREZ RESULT 0 o
the corner flow configuration studied by M61lenstadt [25]. 1.4 COARSE
Although the overall flow patterns were in excellent 1.3 MEDIUMJ L J
agreement (Fig. 48), there existed important quantita- ,J
tive differences in the surface pressure and heat transfer 1.2
distributions. It is worth mentioning that conical Navier-
3SW'".iut.o..; ,vcre ilso performed for turbulent 1.1
interactions 165). 1.0
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6 FINAL COMMENTS ABOUT THE X (cm)

STRUCTURE OF SWEPT Fig. 47: Comparison of computed [61, 30] and mea-

SHOCK WAVE/LAMINAR BOUND- sured [28] pressure distribution on flat plate

ARY LAYER INTERACTIONS (y = 5cm) in fin-type configuration (b = 6',
Mi = 2.25, Re., = 1.08 105)

It appears from the previous discussions that an essential
difference exists between corner flow configurations on
the one hand and intake and fin-type configurations on ration shock which intersects the outer inviscid shock at
the other. The former are dominated by the shock/shock a triple point, producing a slip line. The pattern is seen
interaction which produces slip lines emanating from the to be very similar to the corner flow pattern except that
triple points (Fig. 9) whereas the latter are dominated the triple point is now produced by the separation shock
by the viscous/inviscid interaction produced at the im- rather than by the wedge shock.
pingement of the shock wave with the boundary layer
Details of the flow structure in this case are not comn- It is believed by the present author that this pattern does
pletely known. For intake-type configurations, the plate not apply to laminar interactions for the following rea-
leading edge shock still intersects the wedge shock wave son : the thickening and separation of laminar boundary
at a triple point, producing a slip line as illustrated in layers is a much smoother phenomenon than for turbulent
Figs. 6 and 8. but this cannot be a dominant feature boundary layers. 'Ine compression outboard of the invis-
since the leading edge shock can be made as weak as de- cid shock wave is therefore much more likely to be spread
sired by reducing the hypersonic parameter or by moving in a compression fan than concentrated in a separation
the flat plate leading edge upstream (for fin-type config- shock, as suggested in Fig, 9 taken from [7], Such a wave
urations). pattern at separation would in fact correspond to the be-

haviour at separation in 2D interactions as sketched in
The structure of turbulent interactions is far better Fig. 50. The interaction of a compression fan with the
known [4] and might be used as a model for the structure outer inviscid shock wave would then prcduce a region of
of laminar interactions. Let us thus examine briefly the varying entropy rather than a slip line. The remaining
turbulent interaction flow structure. As shown by Alvi of the flow structure, i.e. the vortical structure beneath
and Settles [4), it is basically conical and can therefore be the shock leg exists also in laminar interactions but it has
represented in the spherical coordinate system centred at been shown to be much more elongated than for turbu-
the virtual conical origin as shown in Fig. 49 The turbu- lent interactions because of the much greater extent of
lent boundary layer separation is seen to induce a sepa- lanullnun epa. a.i..
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•,• , Fig. 50: Structure of 2D incident shock wave/laminaxr
22j_ 6 boundary layer interaction,041

V The free interaction concept which applies to turbu-
lent interactions has been shown to apply to lamninar

Fig. 48: Comparison of computed [641 and mea- interactions as well,

sured [251 pitot pressure contours in a sym-

metrical corner configuration (6 = 80, M. =
12.8) with 3C swept leading edges - exper- * Numerical results are in good agreement with the
iments above the bisector, computation be- experimental results but no numerical computation
low) so far has demonstrated a sufficient mesh resolution

to capture all flowfield details.

*2.9S Some unanswered questions still remain, which indicate
12 a= 16' WAVE the need for additional research.

Mý=164

8- a The outer wave structure of fin and intake-type con-

figurations is not yet fully understood. Additional
experimental/numerical investigations should clar-

SHCKify this point,

0 -. The existence of multiple separations should be con-

-N A, S' S, P firmed and the circumstances in which tney occur
I should be identified,

Fig. 49: Swept shock wave/turbulent boundary layer
structure (after (41) 9 Departures from conicity should be further investi-

gated and analyzed,

7 CONCLUSIONS e The effect of wall temperature, which is known to
be important for 2D interactions is completely un-

The experimental and numerical studies on swept shock known for swept interactions,
wave/laminar boundary layer interactions have been re-
viewed. Three classes of flow configurations were iden- * A comprehensive flowfield survey in a swept shock
tified, named respectively fin-type, intake-type and cor- wave/laminar boundary layer interaction is badly
ner configurations. Although the amount of experimen- needed to serve as a benchmark for the validation of
tal and computational results is much more limited than 3D Navier-Stokes solvers,
for turbulent interactions, they nevertheless allow one to
draw the following conclusions e New numerical computations should be carried out

with a demonstrated sufficient grid resolution in or-
der to capture the flowfield details, in particular see-

For all three types of configurations, the flow is of ondary and possibly higher order separations.quasiconical nature,

* For comer flows, the outer wave structure is essen-
tially the same as for turbulent flows but is displaced
outboard due to the extensive boundary layer sepa- ACKNOWLEDGEMENTS
rations,

* All cases under review exhibited an extensive sepa- The research on supersonic swept shock wave/laminar
ration of the upstream boundary layer which then boundary layer interactions reviewed in section 4.2 was
rolls up into an elongated vortex, supported by the Commission of the European Commu-

nities through research contract AERO-0027C within the
9 This primary separation is accompanied most of the Brite-Euram programme, monitored by D. Knorzer. The

time by a secondary separation and it has been shown VKI work reported in this review owes much to the con-
that in some instances higher order separations may tributions of L. Bertuccioli, P. Jacquy and 0. Piepsz,
even be present, which are gratefully acknowledged.
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Abstract 2 Introduction

The paper assesses the capability for numerical The interaction of shock waves and turbulent
simulation of 3-D shock wave turbuleat houn- boundary layers is a cormnon phenomenon in
dary layer interactions. Specific confgur,,ti•,ts aerodynamics and aeropropulsion, and signifi-
exa,.- ied include the sharp fin, blunt fin, cylin- cantly impacts the performance of aeronautical
der/flare, swept compression corner and cros- systems. Shcck wave turbulent boundary layer
sing shock. Future needs in improved corn- interactions occur at wing- and tail-fuselage
putational methods, collaborative experimen- junctures, deflection of control surfaces, hightal/com putational efforts and incorporation of sp e in t , tr so c m r.s o s o o c afspeed inlets, transonic compr.'ssors, rotorcraft
knowledge of flowfield structure into more -f,.c- and many other applications.
tive designs are discussed.

The object've of the paper is to review the sta-
tus of numerical ;imiulation of 3-D shock wave-

1 Nonenclature turbulent boundary layer in~eractions (also de-

noted as "3-D turbulent interactions"). The pa-

cf skin friction coefficient rer considers five fundamental 3-D turbulent in-

Ch heat transfer coeffizient teractions, assesses the capability for prediction
specific h-at at constant pressure of the flowfield through comparison with experi-

k turbulence '-inetic energy ment, and briefly describes the principal features
k - e Jones-Launder turbulence model of the mean flowfield structure.

M Mach number The focus of the paper is necessarily restricted
p static pressure due to practical limitations. Several decisions,
pp pitot pressure admittedly a matter of person'al taste, are re-
q hea transfer at wall flected in the paper. First, the paper has been
RANS Reynolds-averaged Navier-Stokes deliberately restricted to 3-D flows. Certainly,
Re_ p.U.&./p, 3-D turbulent interactions are far more common
Taw adiabatic wall temperature in application than 2-D/axisymmetric turbulent
T. wall temperature interactions. However, knowledge of 2-D tur-
UT., freestream velocity bulent interactions is important to the under-
W separation between fins (crossing shock) standing of 3-D turbulent interactions1 , and re-
a fin angle (sharp fin) search in 2-D/axisymmetric turbulent interac-

cone angle of attack (cylinder-flare) tions bears some importance. Second, a lim-
conical angle (Appendix B) ited number of 3-D configurations were selected

6 boundary layer thickness based on the availability of both experimental
0 spherical angle (Appendix B) and numerical results. To be sure, the selection
p density 'E.g., the quasi-conical model of the sharp fin [1] is a
0 shock angle two dimensional model of an ostensibly three dimensional

00 evaluated in freestream flow.
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is not exhaustive, and other 3-D configurations where the Einstein summation convention is em-
could be chosen with equal regard. In particular, ployed, and the overbar represents ensemble av-
the selected configurations are all in the Mach eraging, i.e.,
2 to 8 regime. There is a substantial body of
experimental and computational results on 3-D I= ira 1

transonic shock wave turbulent boundary layer n--oo n 2-1
interactions, and their omission from this paper
is due simply to practical limitations. Third, where f(') are the individual realizations of the
substantial effort has been made to provide an variable f(z, y, z, t). The mass-averaged vari.
appropriate representation of computed results able f is defined as the density-weighted ensem-
for the configurations chosen including extensive ble average,
use of the AIAA Aerospace Database and con-
sultation with colleagues. Any errors or other Ji-- 1 1- - '

inaccuracies are inadvertent and, of course, thep n- nE

sole responsibility of this author. Fourth, since

the paper focuses on assessing the capability for and the fluctuating variable f" in the mass-
numerical simulation, it does not present a re- averaged expansion is
view of all experiments for those configurations
selected. References [2], (3], (4] and (51 may be f" = f-
consulted for further information. Finally, nu-
merical algorithms are not discussed. A rea- Alternately, the fluctuating variable f' in the
soned consideration of numerical methods for 3- unweighted expansion is
D turbulent interactions alone would constitute
a separate paper. However, some discussion is f -f
focused on the need for further research in nu-
merical methods for 3-D turbulent interactions. In the above, j is the mean density, iii is the

mass-averaged velocity, p is the mean pressure,
and j is the mass-averaged total energy per unit

3 Governing Equations mass,

3.1 Reynolds-Averaged Equations = cT + 4iui + k

The Reynolds-averaged equations for conserva- where k is the mass-averaged turbulence kinetic
tion of mass, momentum and energy are (see energy
Appendix A),

Ak = 2pui ui

at OZk The equation of state is

O t Ozk The mean molecular viscous stress ha is

- (_~pTu, qk flux is

(--k cpp k

Uki 0 + P) iTk) ,

a -pTu - 4k ) 
0

fuxi

where Pr is the molecular Prandtl number.
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3.2 Turbulence Models Numerical simulations of 3-D shock wave-
turbulent boundary layer interaction have em-

Closure of the Reynolds-averaged Navier-Stokes ployed zero-, one- and two-equation turbulence
equations requires additional equations for the closure models. The principal reasons for this
turbulent stresses -pu~'u" and turbulent heat trend have been simplicity and cost. It is reason-

flux -epTu'u, collectively denoted as the "tur- able to assess first the capability of simple tur-
bulent correlations". Following Reynolds [6], a bulence modelb for the prediction of 3-D turbu-
taxonomy of turbulence closure models can be lent interactions. Also, the more sophisticated
described: turbulence models (e.g., Reynolds Stress Equa-
Zero Equation tion) require substantially greater computer re-

sources than simpler models. As our knowl-
The turbulent correlations are expressed in edge of the capabilities and limitations of var-
terms of an eddy viscosity which is obtained ions turbulence closure models improves, and
from the mean field (i.e., the velocity fik, density cost of computation decreases, the trend is to-
p and temperature f) and a prescribed physical wards more sophisticated models of turbulence.
length scale which depends on the specific ge-
ometry of the problem. No additional partial The development of turbulence models for mod-
differential equations are employed (hence the erately compressible flows has been based on a
name "zero-equation"). straightforward extension of their incompress-

One Equation ible counterparts, i.e., allowing the density to
One Equation be variable. The justification for this action isOne additional partial differential equation Mokvnshpteiis3 o ubdn on

specified for a turbulence quantity (e.g., k). An Morkovin's hypothesis stat that

eddy viscosity is typically employed for the tur- the tbuence strutris unaffected bcon
bulet crreatins.A lngt scle s aso re- the turbulence structure is unaffected by com-

bulent correlations. A length scale is also pre- pressibility provided that the Mach number is
S scribed which is geometry dependent. less than approximately 5 (i.e., non-hypersonic)
Two Equation and the wall is adiabatic or near-adiabatic. A

Two additional partial differential equations are detailed discussion of Morkovin's hypothesis is
specified for two turbulence quantities (e.g., k provided by Bradshaw [8].
and the rate of dissipation of k). An eddy viscos- The recent renewed interest in hypersonic flight
ity is typically employed for the turbulent cor- has focused attention on the need to understand
relations. No additional length scale is needed. the effects of compressibility for hypersonic tur-

Reynolds Stress Equation bulent boundary layers and supersonic shear lay-
Partial differential equations are specified for the ers, and the inadequacy of simple extensions of
components of the Reynolds stress -pu" "u. The incompressible turbulence models to these cases.
turbulent heat flux -cppT"u" may be similarly Perhaps the most widely cited example is the
modeled using a partial differential equation, or supersonic free shear layer wherein the rate of
modeled using an turbulent eddy viscosity. No growth is significantly affected by compressibil-
additional length scale is needed. ity [91.

Large Eddy Simulation In the following sections, the overscripts and -

These simulations involve a time-dependent, are omitted for clarity.
three-dimensional computation of the large-
eddy structure and a model for the small-scale
turbulent motions. 4 Results
Direct Numerical SimulationThe direct numerical simulation involves the A representative group of 3-D turbulent interac-
computation of all scales in a turbulent flow. tions are reviewed in this section. The choices
Thesemcalculations ae scurresnatlyu ibulent exw * are intended to be illustrative, and certainly doThese calculations are currently infeasible ex .- o nl d l o fg r t o ss u i d l o hcept for low Reynolds numbers and relatively not includle all configurations studied. Also, the
simpforle w g eometri s duetlmits ond elative-y selection reflects, to some extent, the interestssim ple geom etries due to lim itations on com - a d r s a c f t e a t o . N n t e e s h

puter resources. and research of the author. Nonetheless, the
specific examples manifest the general trends of
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observed conical behavior 2 of certain aspects of
y Fin the single fin interaction outside of an inception

region at the fin leading edge (see, for example,
refs. [10, 1, 11, 2, 5, 3, 12, 13]).

x
Table 1 Sharp Fin Computations

MS, M.o a Model Type Eqns Ref
1.13 2.9 40 Esc 0 3-D [14]

B-L 0 3-D [15]
1.21 2.0 80 Esc 0 3-D [14]

2 1.36 2.9 100 Esc 0 3-D [14]
B-L 0 3-D [15]

w 1.38 3.0 100 J-L 2 3-D [16]
1.44 5.9 60 Esc 0 3-D [17]
1.50 4.9 80 B-L 0 Con [18]

Figure 1: Geometry of sharp fin 1.5 3.0 60 J-L 2 3oD [16]
1.65 3.0 160 J-L 2 3-D [16)

1.82 2.9 200 B-L 0 3-D [19]
numerical simulation of 3-D turbulent interac- J-L 2 3-D [19]
tions. B-L 0 3-D [20]

1.84 3.0 200 J-L 2 3-D [16]

4.1 Sharp Fin 1.88 4.0 160 B-L 0 3-D [21]
J-L 2 3-D [21],[16,

The sharp fin geometry is a wedge attached 1.99 5.9 120 Esc 0 3-D [17]

normal to a fiat plate (Fig. 1) on which an 2.12 4.9 160 B-L 0 Con [18]

equilibrium turbulent boundary layer has devel- 2.15 4.0 200 B-L 0 3-D [21]

oped. The wedge generates an oblique shock J-L 2 3-D [21, 16]

wave which interacts with the boundary layer B-L 0 Con [12]

on the flat plate. The flow parameters are the 2.18 8.2 100 Rodi 2 3-D [22]

Mach number Mo,, Reynolds number Re6g, fin k - w 2 3-D [23]
B-L 0 3-Dl [23]angle a and wall temperature ratio T,/ Ta,. 2 8 0 2 3-D [22]2.90 8.2 15' Rodi 2 3-D [22]

A representative group of computations of the k - w 2 3-D [23]
sharp fin are listed in Table 1, ordered by the
magnitude of the normal shock Mach number
M. = M,, sing as suggested by Alvi and Set- Legend:
ties [1] where Mo is the freestream Mach num-
ber and 0 is the shock angle. Equivalently, the M, normal Mach number M,,M, sin0 )
cases could be ordered on the basis of the invis-cidpresur raioM,,, freestreamn Mach number
cid pressure ratio

a fin angle

Po = 2-yM. - (- - 1) Model turbulence model
+1 B-L Baldwin-Lomax model [24]

Esc Escudier model [25]
where Pi and p2 are the static pressure up- J-L Jones-Launder model [26]
stream and downstream, respectively, of the in- Rodi Rodi model [27)
viscid shock. The computations have employed k - w k - w model [28]
a variety of zero-, one- and two-equation tur- Type type of turbulence model
bulence models. While most of the calculations (0 = Zero Equation, etc)
employed the three-dimensional Reynolds Aver- Eqns equations solved
aged Navier-Stokes equations, the sharp fin has 3-D 3-D RANS equations
also been computed using the conical Reynolds Con conical RANS equations
Averaged Navier-Stokes equations based on the 2 See Appendix 2 for definition of conical flow.
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Figure 2: Surface pressure for sharp fin at
Moo = 2.9, a = 200, Reso = 9x10 5  100

Many of the principal features of the surface
75

pressure are predicted with reasonable accu- k-C aminar on ,,n)
racy by all of the turbulence models exam-. - Ro

ined. In Fig. 2, results are shown for M, = m n0 os

1.82 (M,. = 2.9,a = 20") for the Baldwin- Espont

Lomax model ("Theory-Knight") and the Jones- 25

Launder model ("Theory-Horstman"). The ab- 25

scissa is the streamwise distance measured from
the inviscid shock location at a spanwise dis- 00
tance 6.86,o from the plane of symmetry. The 00 25 50 75 ,00 (2 SnC

computed profiles are in close agreement with
the experimental data of Goodwin [29]. Figure 4: Surface pressure for sharp fin at

In Fig. 3, results are shown for M, = 2.15 M. = 8.2, a = 15', Re6.0 = 1.9x10 5

(Moo = 4.0,a = 200) for the Baldwin-Lomax

model. The abscissa is the conical angle 0 and Rodi models3 . The abscissa is the span-
(see Appendix 2). The computed profiles dis- wise distance measured from the fin surface at
play general agreement with the experimental z = 4.96,. The agreement between the compu-
data of Settles et al [10, 1, 11] with regards to t .9ion a e eriment [3]i eod Shl cose
the peak corner pressure and plateau pressure. tation and experiment [31] is good. Similar close

However, the angle of the line of upstream influ- agreement was obtained for the k- w model [23].

ence, defined as the location of the inception of The pitot pressure and yaw angle profiles within
the pressure rise, is underestimated by approx- the interaction flowfield are predicted with rea-
imately 10%, and the slight decrease in surface sonable accuracy by all of the turbulence models
pressure near 0 = 290 (which is associated with examined except close to the surface. The yaw

secondary separation) is not predicted. Similar angle is defined as tan-l(w/u) where u and w
results have been observed using the Baldwin- 3Computations have also been performed for this con-

Lomax model for other sharp fin cases (e.g., figuration using the Baldwin-Lomax model and the con-

[30]). ical RANS [22). Recent results [23] suggest, however,
that the assumption of conical flow within the region

In Fig. 4 results are shown for M, = 2.90 of experimental measurements is incorrect for this case,
(M,, = 8.2,0 = 150) for the Jones-Launder and therefore the conical RANS computations using the

Baldwin-Lomax model are not presented herein.
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Figure 5: Pitot pressure for sharp fin at
Moo = 2.9, a 200, Reb, = 9.0x105  Figure 7: Pitot pressure for sharp fin at

Moo.= 8.2, a = 15°,Re6_ = 1.9x105

4- profiles are displayed at the same location as
•: Fig. 5. Except in the immediate vicinity of the

3- wall, the comparison between the computed and/ experimental profiles is generally good. Near the
S2 - EXPERIMENT - SHAPEY surface, typical differences of 10% are observed

--- THEORY - HORSTMAN between the computation and experiment, and
1 -. -.- THEOR - NGHT between the two computations themselvess.

In Fig. 7, computed and experimental pitot
-10 0 10 20 30 40 50 60 pressure profiles are shown for M, = 2.90

YAW ANGLE, dog (Moo = 8.2, a = 151) for the Jones-Launder and

Rodi models. The location is within the 3-D tur-
Figure 6: Yaw angle for sharp fin at bulent interaction, and upstream of the inviscid
M.. = 2.9, a = 200, Reb. = 9.0x105  shock wave. The agreement with experiment is

good, and no significant difference is seen be-
tween the computations.

are the velocity components in the z and z di-
rections, respectively (Fig. 1). In Fig. 5, corn- In Fig. 8, computed and experimental yaw angle
puted and experimental pitot pressure profiles profiles are displayed at the same position. Gen-
are shown for M, =- 1.82 (Mo, = 2.9,a = 200). erally, the computations show reasonable agree-
Results are shown for the Baldwin-Lomax model ment with experiment, except in the immedi-
("Theory-Knight") and Jones-Launder model ate vicinity of the surface where sigmficant dis-
("Theory-Horstman"). The profile location is crepancies are evident. In particular, the Rodi
immediately beneath the inviscid shock at a model overestimates the surface yaw angle by
spanwise location of 5.3 6o.. The agreement be- 17%, while the Jones-Launder model exceeds the
tween the computations and experiment is gen- experimental value by 31%.
erally good4 . The minimum pitot pressure at The principal features of the heat transfer dis-

/5 0.5 is associated with the core of the tribution on the flat plate are predicted with
vortex generated by the shock boundary layer reasonable accuracy by the turbulence models w

interaction [191. examined, although a detailed comparison dis-

In Fig. 6, computed and experimental yaw angle plays significant discrepancies in some cases. In
Fig. 9, the computed and measured heat trans-4The differences in computed pitot pressure for fer coefficient ch on the flat plate, normalized by

p/ 6 • > 2 are associated with the shock capturing na-

ture of the numerical algorithms, as the profile location "In the latter case, the differences are very close to
coincides with the inviscid shock, the surface and not readily visible in the figure.
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Figure 9: Heat transfer for sharp fin at
M r = 5.9, a = 12, Re6fo = 1.3xfn aigure 11: Heat transfer for sharp fin at

Me = 4.0, a = 206 , Rej. = 2.0x109

the upstream value ch., are shown for M, = 2.0
(MX = 5.9, a = 12*). The computations era- ployed the Baldwin-Lomax model and the coni-

ployed the Escudier model. The abscissa is the cal RANS. The abscissa is the polar angle O (see

spanwise distance measured from the fin surface Appendix 2). The computed profile displays the
and normalized by the spanwise distance be- general trend of the experimental data, and pre-

tween the fin and inviscid shock at the measure- dicts the peak Ch within 15%; however, the ini-

ment location. The computed profile displays tial increase in Ch, near the line of upstream in-

the general trend of the experimental data. The fluence at fl = 43' is not observed in the corn-
peak heat transfer, a particularly important pa- putations.

rameter in design, is accurately predicted. How- In Fig. 11, the computed and measured Ch, nor-
ever, the computed Ch overpredicts the experi- realized by the upstream value ch. are shown
ment within the region surrounding the inviscid for X, = 2.15 (Woo = 4.0, a = 200). Results

shoc wae (/y, z:ý1).are shown for the Jones-Launder model. The
In Fig. 10, the computed and measured heat abscissa is the polar angle 0l (see Appendix 2),
transfer coefficient Ch, normalized by the up- and the results are shown at a radial distance

stream value ch., are displayed for M,, = 2.12 of 316D. from the fin leading edge. The com-

(M,,, = 4.92,a• = 16"). The computations era- puted profile displays the general trend of the

0 EltIMTL AT _-

-m• mmnem mm PAmmld mmSmlmmlS m mm m.7 m im~,
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Figure 12: Heat transfer for sharp fin at
Moo = 8.2,a = 15*, Re8 o = 9x105

experimental data and accurately estimates the - .

peak value of ch; however, the location of the U

computed peak Ch differs from the experiment " iJ ,
by 10% in /3, and the computed ch significantly
underestimates the experiment near the comer.
The small drop in Ch in the vicinity of the sec-
ondary separation line at /3 = 400 is not ob- .04, 2o o 3C o • 0 .. 2C 5Q C -t

served in the computation. 
y

In Fig. 12, the computed and measured wall Figure 14: Skin friction for sharp fin at
heat transfer q0,,, normalized by the upstream M...ur 4.0, ai = 16', Rei n = 2.0x10n
wall heat transfer q,,,,, is displayed for M,, = 2.9
(MW, = 8.2, a = 150). Results are shown for the
Jones-Launder and Rodi models. The abscissa is are shown for the Baldwin-Loniax model. The
the spanwise distance measured from the fin sur- abscissa is the polar angle /3 (see Appendix 2),
face at the experimental measurement location and the results are shown at a radial distance of
x = 4.56,,. The computed profiles display the 306,,, from the fin leading edge. The computed
general trend of the experiment; however, the profile displays the basic trend of the experimen-
peak heat transfer coefficient is overestimated tal data; however, the peak c1 is underestimated
by 48%. by 22%. The small drop in c! associated with

the secondary separation line at /3 = 32.50 is not
In Fig. 13, the computed and measured wall observdo ina th compuation .

heat is shown for the same conditions as Fig. 12

for the k - w model. The computed profiles ex- In Fig. 15, the computed and measured cf are
hibit similar trends as the experiment. The peak shown for M, = 2.18 (M.. = 8.2, a = 100). Re-
heat transfer is predicted within 10%; however, sults are presented for the Jones-Launder model.
differences elsewhere as large as 40% are evident The abscissa is the spanwise distance measured
elsewhere. from the fin surface at z = 4.2 6 ,,,. The corn-
The principal features of the skin friction distri- puted profiles display good agreement with ex-

bution on the flat plate are predicted with a level periment; in particular, the peak cx is predicted
of accuracy similar to the surface heat transfer. within the experimental uncertainty.
In Fig. 14, the computed and measured skin In Fig. 16, the computed and measured cf are
friction coefficient c! on the flat plate are shown shown for M,, = 2.9 (M,, = 8.2, a = 15'). Re-
for M,, = 1.88 (Mc = 4, a = 160). Results suits are presented for the Jones-Launder and
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Figure 15: Skin friction for sharp fin at
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0 2.5 o 7 0 12.5 i Figure 18: Turbulent eddy viscosity for sharp
,-,,,,- en( fin at M,, = 3.0, Re6s_ = 9.0x10 5, a = 200

model. A detailed comparison of the computed
Figure 16: Skin friction for sharp fin at turbulent eddy viscosity was conducted for M,
Moo =8.2,a= 150, Re61  = 1.9x105 = 1.84 (Mo, = 3, a = 200). An example is

shown in Fig. 18 at z = 116,, at a span-
Rodi models. The abscissa is the spanwise dis- wise distance of 6 6 m from the fin which corre-
tance measured from the fin surface at z = sponds to a location within the 3-D interaction.
4.26om. The computed profiles again display The computed eddy viscosities for the Baldwin-
good agreement with experiment, and predict Lomax (denoted "Knight") and Jones-Launder
the peak c# within the experimental uncertainty. (denoted "Horstman") models differ by as much

as a factor of 14, while the computed pitot pres-
sure, yaw angle and pitch angles profiles agreeIn Fig. 17, the computed and measured to within a few percent except very close to sur-

friction is shown for the same conditions as Fig. face (i.e., within approximately the lowest 10%
16 for the k - w model. The computed profiles of the boundary layer) [19].
exhibit similar trends as the experiment. The
skin friction is predicted within the experimental These results indicate that the flowfield is pre-
uncertainty, dominantly rotational and inviscid, except in a

thin region 7 adjacent to the flat plate. This
The results described above indicate that the result is conceptually similar to the triple-deck

computed pitot pressure and yaw angle are rela- rst c eul ilroh ie c

tively insensitive to the particular choice of tur- 6 The pitch angle is defined as tan-'(r/VuV + w2),
bulence model, except in the immediate vicin- and represents the angle of the mean velocity vector mea-

sured vertically from the flat plate.ity of the surface. Similarly, the computed sur- 'Le., thin compared to the upstream boundary layer
face pressure is insensitive to the turbulence thickness 64.

--' I m mm m • i ana mm nmmmm mm m m I
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for strong interactions as shown in Fig. 1. The

theory developed for interacting boundary lay- main shock bifurcates into a separation and rear
ers (e.g., Stewartson [32]) and extended to non- shock. A portion of the incoming flow is en-
separated 3-D shock wave-turbulent boundary trained into the vortex (Fig. 20). The level of
layer interactions by Inger [33, 34, 35]. The entrainment depends ou Mf,. The incoming flow
first region ("deck") is immediately adjacent to originating above the entrainment surface flows
the flat plate. In this region, the flow dyna f- over the vortexrand attaches obliquely on the flat
ics are governed by both viscous and inviscid plate, causing enhasnced skin friction and heat

effects. The turbulent stresses and heat trans- transfer. The wave structure associated with
fer (and hence, the turbulence model) are im- the attaching flow includes compression by the

portant to the flow physics. The second region, separation and rear shocks, expansion over the
immediately above the first deck, is rotational leeside of the vortex, and recompression near the
Sand inviscid to a first approximation, i.e., tur- flat plate.

bulent stresses and heat transfer are higher or-
der effects. This region comprises most of the

derefect. hi reio cmprse mst f he 4.2 Blunt Fin
boundary layers. The third region is the two-
dimensional inviscid, irrotational wedge flow. The blunt fin geometry is a fin of constant thick-

These observations imply that the turbulence ness with rounded leading edge, and attached
model is important for the prediction of surface normal to a flat plate (Fig. 21) on which an
skin friction and heat transfer. The majority of equilibrium turbulent boundary layer has devel-
the computed flowfield, however, is relatively in- oped. The blunt leading edge generates a shock
sensitive to the turbulence model provided the wave which interacts with the boundary layer on
proper upstream boundary layer profile is pre- the flat plate. The flow parameters are the Mach
scribed. number Moo, Reynolds number Re6s, ratio of

The mean flowfield has been found in both ex- boundary layer thickness 6b. to leading edge di-

periment and computation to be quasi-conical ameter D, and wall temperature ratio T./TOW,.

outside an inception region near the fin leading The computations of the blunt fin are listed in
edge (see, for example, refs. [10, 1, 11, 2, 5, 3, Table 2. Computations have been performed for
12, 13]). This allows a substantial simplifica- M. = 2.95 and 3.71 at Reynolds numbers from
tion in the description of the flowfield structure Re6s = 0.8x10 5 to 9x10 5 and approximately

1it is difficult to prescribe a precise definition of the adiabatic wall temperatures. The only turbu-

local boundary layer thickness in a 3-D turbulent interac- lence model employed is Baldwin-Lomax.
tion. Nonetheless, it is possible to envision the boundary
layer region for the 3-D single fin as the domain wherein
the flowfield differs significantly from the 2-D inviscid
wedge flow.
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Table 2 Blunt Fin Computations 0 /A

YA

Moo 6•JD Re8= Model Type Ref •x"°,

S2.95 0.10 0.8x10 5  B-L 0 [36 )]0 0.4 0 8 12 16 2.0

0.26 2.1x10 5  B-L 0 [36]
1.00 8.0x10s B-L 0 [36] p/pt,

3.71 1.00 4.3x10. B-L 0 [37]

Legend: Figure 22: Static pressure for blunt fin on 0 = 00

and 450

M• freestream Mach number
S• boundary layer thickness
D diameter of fin leading edge

Mode] turbulence model
B-L Baldwin-Lom3ax model [24

Type type of turbulence model
(0 = Zero Equation, etc)

S~shock

The computed surface pressure shows good

agreement with experiment. The computed M<
pressure on the fin surface for Mh, = 2.95 and
o/ = 1.0 is shown in Fig. 22 at boun 0° and slay rt ic

450, where 4, is the polar angle measured from ,
the leading edge of the blunt fin. The ordinate dge""

is the distance normal to the flat plate, and the A

by the total pressure Pt2 behind a normal shock .....4)

at the freestream Mach number. Overall, there

is close agreement between the computation and

experiment. The peak pressure at zsD w 1.2 is

due to the supersonic jet formed by the Edney
Type IV interference associated with the inter-
section of the separation shock (Fig. 23) and Figure 23: Shock structure for blunt fi

bow shock [38i, although no such supersonic re-

gion was observed in the computation due pos-

sibly to inadequate grid resolution.
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Figure 26: Geometry for cylinder/flare

2 The surface pressure on the symmetry plane

(Fig. 24) shows similar close agreement between
computation and experiment. It is known, how-

-4 -3 -2 1 ever, that the separation shock wave is unsteady
e/m with substantial motion on the scale of the fin

diameter D [39, 40], and thus the upstream por-

tion of the mean experimental surface pressure
Figure 24: Static pressure for blunt fin on cen- distribution represents the average signal asscci-
terline ated with a moving shock. Since D may be large

or comparable to 6,, the Reynolds-averaged
1 /D= I Bh Navier-Stokes equations may be formally capa-

6. ýD oble of resolving the unsteady shock motion pro-

- vided the effects of turbulence are properly mod-
"- • eled and sufficient grid resolution is employed.

- o" rsultTo date, computations of the blunt fin have been
w sho found to be steady. This discrepancy may be at-

J 7 tributable to inadequate grid refinement and/or-4 -2 0 2 4 6 8

s/B inaccuracies in the turbulence model. The sur-

16 face pressure at y/D - 1, 2, 3 and 4, shown in

Fig. 25, show similar close agreement between

3 ..Expenst. computation and experiment.

- 2 ]-4.3 Cylinder/Flare

The asymmetric cylinder/flare geometry, shown
in Fig. 26, is a cylinder and a frustum of a

o scone (flare) whose centerline is offset relative to

-,D -the cylinder axis. The cone generates a three-
dimensional shock wave which interacts with the

Figure 25: Static pressure for blunt fin on y/D boundary layer on the cylinder. The flow pa-

1, 2,3 and 4 rameters are the Mach number M,,, Reynolds
number Re 6 ., cone half-angle /, cone angle of
attack a and wall temperature ratio TU,/ T0 ,.

The computations of the cylinder/flare are listed

in Table 3. A single study of the asymmetric
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cylinder/flare has been performed [41, 42, 43]
at Mo, = 2.85, Re6b = 1.8x105 , # = 300,
a = 50 and 100, and approximately adiabatic

wall conditions. The computations employed
the Jones-Launder turbulence model with the
Viegas-Rubesin wall functions [44].

Table 3 Cylinder/Flare Computations

M a Model Type Ref
2.85 50 300 J-L 2 [42, 43] " ...... "D"M

100 300 J-L 2 [42, 431 \J.,O Hao--.

Legend: Figure 27: Flowfield for cylinder/flare

Moo freestream Mach numbera cone angle of attack contrast to the experiment, and therefore closea cone half-angle agreement with the experimental surface pres-
Model turbulence model sure in the vicinity of the upstream influenceJ-L Jones-Launder model 126] point is not expected. The computed profileType type of turbulence model overestimates the plateau pressure by typicallyT 0 = Zero Equation, etc) 15% to 20%. The rapid pressure rise down-stream of the corner (z > 0) is accurately pre-

dicted.

The basic flow structure on the windward plane The mean velocity profiles in the z- direction
of symmetry is shown in Fig. 27. The flare de- are not accurately predicted. The computed and
flects the flow by an angle a +,0 through a shock measured mean velocity are displayed in Fig. 29
system. Within the neighborhood of the boun- for a = 100. In the vicinity of the upstream
dary layer, a bifurcated shock is formed whose limit of the surface pressure plateau region (e.g.,
upstream and downstream segments are denoted z = -3.0 and -2.5 cm), significant differences
the separation and reattachment shocks. The are evident. These may be attributable to the
adverse pressure gradient associated with the lack of unsteadiness in the computed shock sys-
shock system causes separation of the turbulent tern. Downstream of the corner (z > 0), the cal-
boundary layer and formation of a recirculation culated profiles show substantial disagreement
vortex. High speed shadowgraph movies syn- with experiment.
chronized with wall pressure measurements have The turbulence kinetic energy k profiles are also
demonstrated that the entire shock system is un- inaccurately predicted. The computed and mea-
steady with streamwise excursions on the order sured k are shown in Fig. 30 for a = 100. The
of 6oo which increase in amplitude with increas- calculated profiles differ substantially from the
ing a. Therefore, the flow structure in Fig. 27 experiment at all locations within the interac-
represent an instantaneous image. tion.

The computed and experimental mean surface in summary, the computed flowfield displays sig-
pressure on the windward symmetry plane are nificant differences with experiment. The most
displayed in Fig. 28 for a = 50 and 100. The up- important defect in the numerical simulation
stream influence point (i.e., the location of the may well be the absence of unsteadiness in the
initial rise in surface pressure) is underpredicted computed shock system. Since the scale of the
by 1.16,0 and 1.260. for a = 50 and 100, respec- unsteadiness (2 16,,) is comparable to overall
tively. The experimental surface pressure distri- size of the interaction (• 86,,), a substantial
bution represents the time average of a pressure fraction of the experimental flowfield may ar-
signal caused by a shock system moving on the guably be regarded as strongly influenced by the
scale of the mean flow (i.e., 60). The computed shock unsteadiness. Further research is needed
flowfield flowfield was found to be steady, in
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Figure 28: Surface pressure for cylinder/flare
Figure 31: Geometry for swept co.npression cor-

ner

to improve the accuracy of the numerical simu-

lation.

S4.4 Swept Compression Corner

•. • ,.The swept compression corner geometry, shown
in; Fi.3,i cmrsincme wp on

,:]T•7;!•stream. The compression comer generates a

-, ... .. - i Fg.3,iacmrsononeswpdo -

"• s~liock wave which interacts with the boundary

"': :: ;J i layer on the flat plate. There is a symmetry
'• ": i/.I."1•jy'"plane at the apex of the swept comer (z =0).

•.•.:• J•The flow parameters are the Mach number Mo,,

S.......• ........ Reynolds number Reb.o, compression angle c

measured in the strearnwise z--I/plane, sweep an-
gle A, and wall temperature ratio T,,/T,,,,. The

sharp fin is the limiting case a = 900.

Figure 29: Velocity for cylinder/flare The computations of the swept compression cor-

ner are listed in Table 4. All computations

known to the author have been performed for
MO = 2.95. The Reynolds numbers vary from

j ,mllll mlllm lllm m -
4 I -IlI l l



Re- = 1.4x105 to 9x10 5 . The wall temperature

is approximately adiabatic.

Table 4 Swept Compression /
Corner Computations

M.¢ = 2.95

a A� Model Type Ref o

240 400 C-S 0 [45, 461 0- a-
J-L 2 [45, 46] ,- (

[47, 48] Ca 3

B-L 0 [47, 48] case 5

240 600 B-L 0 [48, 49] __1

J-L 2 [48, 49] -7 5-o 0 -0 O -4o-0 - -0 -oO 0 10 _o 30 4.0 010 6.0 7C
300 600 B-L 1 [50] (x -z ton)z/ 6
50 , 240 0 --- 600 J-L 2 [51] Figure 32: Surface pressure for swept compres-

Legend: sion corner for a = 200 and A = 40'

MA-. freestream Mach number
a comprL.sion angle 4 r o EXPERIMENT - PRINCETON- Case1

A sweep angle 3- Case
Model turbulence model

B-L Baldwin-Lomax model [24]

C-S Cebeci-Srmith model [52]
J-L Jones-Launder model [26]
Type type of turbulence model 0

(0 = Zero Equation, etc) -z - z 0
(xzt-a n4 ;/5..

There is general agreement between the com- Figure 33: Surface pressure for swept compres-

puted and experimental surface pressure. In sion corner for a = 200 and A = 60'
Figs. 32, results are shown for M =- 2.95,
a = 240 and A = 400. The abscissa is the the experimental upstream influence line, but
streamwise distance measured from the corner overestimate the plateau pressure.
line zcore = ztanA. Results are shown at a
spanwise location z/6,. 10. The computa- In Fig. 33, results are shown for a = 24°

ainse = 10. Th moe(a and A = 60' at a spanwise location zb,=
tions employed the Cebeci-Smith model (Case 7.85. The computations employed the Baldwin

3), Jones-Launder model integrated to the wall
(Case 4) and Baldwin-Lomax model (Case 5). Lomax model (Case 1) and Jones-Launder

The computed profiles using all three turbu- model with the Viegas-Rubesin [441 wall func-

lence models are in general agreement with ex- tions (Case 2). The computed profiles using
both turbulence models display good agreementnerinient. (No experimental data was available wiheprmn.Nttsadnghenee-

downstream of the corner line). Except in the

immediate vicinity of the line of upstream in- timate of the upstream influence line, the com-

fluence (i.e., the location of the initial pres- puted surface pressure agrees with experiment
to within 10%.

sure rise), the calculated pressure for all cases

is within 14% of the experiment. The Baldwin- The pitot pressure is predicted with reasonable
Lomax model underestimates the upstream in- accuracy by all turbulence models cxamined.

fluence, iut predicts the level of pressure plateau The computed and experimental pitot pressure
with greater accuracy. The Cebeci-Snith and for M, = 2.95, a = 240, and A = 40' are
Jones-Launder models agree more closely with displayed ;n Figs. 34 to 36 at z - 76,. and
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Figure 34: Pitot pressure for swept compression
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Line of coalescence

Figure 40: Skin friction lines for swept compres- Figure 41: Streamlines for swept compression
sion corner comer

z - ztanA = 0.46o.,2.66o0 and 6.06,o, respec- observation is consistent with the results for sur-
tively. The first profile (z - ztanA = 0.4b,,.) is face pressure (Figs. 32 and 33). The line of di-
located approximately at the comer line. The vergence (line of attachment) is located on the
second profile (z - z tan A = 2.66o,) is located compression surface.
near the line of divergence (line of attachment) The general agreement between the computa-
on the compression surface. The third profile tion and experiment permits determination of
(z - z tanA = 6.06&o) is located far downsttream the flowfield structure using the calculated flow-
of the comer interaction. The computed pro- fields. A series of computed mean streamlines
files display general agreement with the exper- are shown in Fig. 41 for Mpue 2.95, ra = 240,

iment, and exhibit minor differences associated and A = 60'. The two families of streamlines
with the specific turbulence model. originate at y/6o, = 0.2 and 0.8 at z - z tanA =

The yaw angle is similarly predicted with rea- -12.26,.. The streamlines originating at y/l 6

sonable accuracy. Computed and experirnental = 0.2 are entrained into a vortex whose axis is
profiles are displayed in Figs. 37 to 39 for the approximately aligned with the corner line. The
same flow conditions and locations as the pitot streamlines originating at y/6o, = 0.8 move over
pressure. At z - z tanA = 0.46o., the computed the vortex and continue downstream over the
profiles overestimate the yaw angle by as much compression ramp. A similar structure is ob-
as 200; however, the computed yaw angle near served at a = 24' and A = 400.

the surface agrees with the experiment to within The general mean streamline model, deduced
10%. Near the line of divergence (Fig. 38) and from the computations, is shown in Fig. 42. The
downstream of the corner (Fig. 39), all models principal feature is a large vortex approximately
predict the yaw angle within the experimental coincident with the corner line. A three di-
uncertainty. Except within the lowest 10% of mensional surface of separation originates from
the boundary layer where the computed yaw an- the line of separation and spirals into the core
gles differ typically by 10%, the calculated pro- of the vortex. The streamlines in this surface
files are virtually identical. are strongly skewed in the spanwise direction.

The computed skin friction lines for M, = 2.95, Another three dimensional surface, originating
a = 240, and A = 600 using the Baldwin-Lomax within the upstream boundary layer, intersects
model are displayed in Fig. 40. A line of coales- the compression surface at the line of attach-

cence (line of separation in the sense of Lighthill ment. This surface marks the extent of the flow
[531) forms upstream of the corner. The angle entrained into the vortex. Within the upstream
of the computed line of coalescence, measured boundary, fluid beneath this surface is entrained
relative to the spanwise coordinate direction, is into the vortex, while fluid above this surface
approximately 10% greater than the experimen- passes over the vortex and up the compression

tal surface flow visualization [47], implying that ramp. The general features of the streamline
the computed extent of upstream influence is structure is similar to the 3-D single fin (Fig.

smallex than observed in the experiment. This 20).
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Figure 42: Flowfield model for swept compres- Figure 43: Height of entrainment surface for
sion comer swept compression comer

The nature and extent of the computed entrain-
ment of the incoming boundary layer into the

Moo 2.95, the height of the computed entrain- •.---."
ment surface is shown in Fig. 43 for (at,A) g FO

(24°, 40') and (24°,60*) at Re6.. = 8x10s and •

9x105, respectively. The ordinate is the height

of the entrainment surface measured within the X- •20c

SY

undisturbed boundary layer, and the abscissa y

is the spanwise location. Two lines are shown z
for each case representing the lower and upper Fow/€

estimates of the height of the entrainment sur- /Flat pIm
face (48]. For the (24', 40) case, the height

appears to asymptote y/6,,c -- 0.15, while for(24F , 60e) the height continues to increase in an Figure 44: Geometry of crossing shock

approximately linear manner. However, the lim-
ited spanwise extent of the computations does veloped. The two wedges generate intersecting
not permit a definitive statement concerning the shock waves which interact with the boandary
asymptotic behavior at large spanwise distances. layer on the flat plate. The geometry is a nat-

ural. extensio2 of the single sharp fin (Fig. e).
A computational study of the contributions of The flow parameters are the Mach number M),
inviscid and viscous effects to the evolution of Reynolds number Re 6=, fin angles (al,-L), fin
the mean kinetic energy was performed [54w for leading edge separation ratio W16,o and wall
Mu r = 2.95, a = 24bo and A = 40 The results temperature ratio T,,/T2O.

suggest that the flow is principally rotational The computations of the crossing shock are
and inviscid throughout the boundary layer ex- listed in Table 5, ordered by the magnitude of
cept within of thin layer adjacent to the surface the inviscid shock pressure ratio P3/Pi, where
and in an isolated region near the co(er. n and P3 are the static pressure upstream and

downstream of the shock intersection, respec-
4.5 Crossing Shock tively. All computations are for symmetric

shocks (al = o e e).

The crossing shock geometry is two wedges at-
tached normal to a fiat plate (Fig. 44) os which
an equilibrium turbulent boundary layer has de-
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Figure 45: Surface pressure for crossing shock Figure 46: Surface pressure for crossing shock
at M,,- = 3.0,a = 11 0 ,Re 6, = 2.6x105 for ex- at Moo = 3.0,a = 11 0 ,Re 6 _ = 2.6x10 5 for
periment Baldwin-Lonzax model

Table 5 Crossing Shock Computations 46 and 47 results are shown for M, = 2.95,
poa/pa M,, a Model Type Ref a = 11*, W/ 5m, = 39 for experiment and com-
pI i 18 50 Model Type Rf putations using the Baldwin-Lomax and Jones-
1.7 1.85 50 B-L 0 [55] Launder models. The extent of upstream in-
2.6 3.5 60 B-L 0 [56] fluence is moderately underestimated by both
3.0 4.0 60 B-L 0 [56] turbulence models, and the computed spanwise
3.4 2.95 90 B-L 0 [57, 58] pressure distribution near the outflow boundary
4.2 2.95 110 B-L 0 [57, 59, 581 (z = 476b.) exhibits differences with the experi-

J-L 2 [59] ment.
4.6 3.5 100 B-L 0 [56]
10.2 4.0 150 B-L 0 [60] The pressure distributions on two streamwise

19.2 8.3 100 B-L 0 [61] cuts are shown in Figs. 48 and 49 correspond-
44.1 8.3 150 B-L 0 [621 ing to the centerline (z = 0) and off-centerline

Rodi 2 [62] (z = 3.816oo) locations, respectively. Differences
of typically 15% between the Baldwin-Lomax

Legend: and Jones-Launder computations are observed.
The computed surface pressure on the center-

P3 /P1 inviscid pressure ratio across line underestimates the upstream influence, and

crossing shocks overestimates the pressure downstream of the

M. freestream Mach number approximate plateau region.

a fin angle In Fig. 50, results are displayed for Mo, = 8.3,

Model turbulence model a = 150, W/l,5o = 4.7 for the Baldwin-Lomax
B-L Baldwin-Lomax model [24] and Rodi models corresponding to the geometry
J-L Jones-Launder model [26] shown in Fig. 51. Both computations show close
Rodi Rodi model [27] agreement 9 . The peak pressure is predicted by

Type type of turbulence model both models within 20%, and is substantially
(0 = Zero Equation, etc) OExcept for z/6•, > 9. In this region, the difference

may be attributable to the absence of separation, in the
computation using the Rodi model, for the sidewall (fin)

There is general agreement between the com- shock-boundary layer interaction. This interaction in-

puted and measured surface pressure for all of volves a reflected shock which emanates from the inter-

the turbulence models examined. In Figs. 45, stion of the two incident shock waves.
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Figure 50: Surface pressure for crossing shock
Figure 47: Surface pressure for crossing shock at at Mo, = 8.3, a = 150, Re6,= 1.7x10 5

Mo. = 3.0, a = 11, Re6 . = 2.6x10 5 for Jones-
Launder model
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Figure 48: Surface pressure for crossing shock
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0. 0 soX/5" Figure 51: Geometry for crossing shock at Mach
-5. 5.0 15.0 250 35.s40 8.3 and location of measurements. The boun-

dary layer thickness 8,,, = 3.25 cm.

Figure 49: Surface pressure for crossing shock
at M,,. = 3.0, a = 11*, Re6oo = IWO10,

L
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Figure 52: Surface pressure for crossing shock
at Mf = 8.3,a = 15', Re6b = 1.7x1O0 1.0

below the theoretical (inviscid) value due the 0.5 /

combined effects of the shock wave-turbulent
boundary layer interaction and the expansion .0.0 .. -..5 .0. 0.5 1.0

fan originating from the change in slope of the
fin surface, In Fig. 52, computed and exper-
imental surface pressure are shown (bottom to Figure 54: Pitot pressure for crossing shock at
top) at z/6,o = 5.6, 6.92 and 8.31 (see Fig. 51 M_. = 8.3,a = 150,Re6 . = .7x105 , z
for the relative location of the measurements). 5.6b,, Rodi model
The computed profiles agree generally with the
experiment.

Y/6_
The pitot pressure is predicted with reasonable 2.0 ExPenri0 BUl,-L...

accuracy for M.. = 8.3, a = 150, W/65 =
4.7 using the Baldwin-Lomax and Rodi mod- 1.5 f,'
els. Figs. 53 and 54 display the experimen-
tal and computed results for pp~oo using the : ::
Baldwin-Lomax and Rodi models, respectively, 1.0

at z = 5.66b. Figs. 55 and 56 show the corre-
sponding results at z = 8.3boo. The computa- 0.5 :
tions display general agreement with the experi-
ment. The formation of a large low pp region on z/5
the center!-xe near the flat plate is evident. This 0 .. -. 5 .0 0.5 1.0 1.5

structure corresponds to a low total pressure jet
comprising two counter-rotating vortices. Figure 55: Pitot pressure for crossing shock at

The yaw angle is similarly predicted with rea- M. = 8.3, a = 150, Rebo - 1 7x10 5 , z
sonable accuracy for Moo = 8.3, a = 150, W/6l, 0 8.3b,,, Baldwin-Lomax model
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Figure 58: Heat transfer for crossing shock at

Mý = 8.3, a = 15', Reb = 1 xl05

Figure 56: Pitot pressure for crossing shock at
MAf = 8.3,a = 150 ,Reb. = 1.7x1O5, z = =4.7 using the Baldwin-Lomax and Rodi mod-

8.36,, Rodi model els. In Fig. 57, results are shown for the
Baldwin-Lomax and Rodi models at z/6, = 5.6
for four spanwise locations a) to d) of z/6., -
-0.65, -0.49, -0.33 and -0.16, respectively, and
at z/6,o = 6.9 for three spanwise locations a)
to c) of z/6,,. = -0.48, -0.32, and -0.15, respec-

Va. ,.,6.92 tively. The computations show close agreement

4alyb �- b) ) with each other, and general agreement with the
, ~experiment.

The predictions of surface heat transfer show
... substantial disagreement with experiment. In

.ii Fig. 58 and 59, results are shown using the
Baldwin-Lomax and Rodi models for M...
8.3, a = 150, W/4 oo = 4.7. The centerline

w ,0 -M10 0 3 2 v0- , Y 10 results display general agreement with experi-

/. ,/6-= 5.6 ment, although significantly overestimating the

- .. heat transfer in the initial stages of the inter-4) 1 d action (i/8o = 3.5 to 5.0). The off-centerline
predictions are substantially in error (Fig. 59)

and overestimate the heat transfer up to 85%.

The results described above indicate that the
o computed surface pressure, pitot pressure and

yaw angle are relatively insensitive to the spe-
0 ,Yaw (&dg.) cific turbulence model, similar to the observa-
0 .. t2ons for the sharp fin. In contrast, the com-puted surface heat transfer is affected more sig-

nificantly by the hoice of the turbulence model.
A detailed comparison of the computed eddy
viscosity was performed for Mo, = 8.3, a = 15*,

Figure 57: Yaw angle for crossing shock at W/6o, = 4.7. An example is shown in Fig. 60.
and6.96, =1,The computed peak values of the eddy viscosity

and 6.96oo differ by a factor of seven, while at the same lo-

cation the pitot pressure and yaw angle profiles
are in reasonable agreement (e.g., the yaw angle
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Figure 60: Eddy viscosity for crossing shock at
Q,/Q_ M. = 8.3,a = 15°, Reb : 1.7xl0 5 , z/6ý, -

25 c) 5.6,z/8,, = -0.65

20 •profiles agree within 8% as indicated in Fig. 57)
15- except within a thin region adjacent to the sur-

"10 face (i.e., within approximately the lowest 10%
of the boundary layer).

5 These results imply that the flowfield is domi-

nantly rotational and inviscid, except within a
90 " -0o50 0.00 o 1o ' thin region adjacent to the flat plate. This result

15 is similar to the observation for the sharp fin.
b) Similar implications regarding turbulence mod-

,0 .eling follow. Specifically, the turbulence model
has a significant effect on the computed surface

, aheat transfer1°. The majority of the flowfield is
_rotational and inviscid, to a first approximation,

P 00  -0.50 0.00 0.50 " .00 Z/_ and hence insensitive to the turbulence model

. a) employed.

to tThe computed and experimental results can be
1.00 -0.50 0.00....... ... Z/8. employed to develop a model of the streamline

and wave structure of the crossing shock interac-
tion. The computed shock structure of the cros-

Figure 59: Heat transfer for crossing shock at sing shock interaction at Mo, = 8.3, a = 15',
M,, = 8.3,a = 15*, Re6, = 1.7x105 , x/t5,, W W/6m. = 4.7 is shown in Fig. 61. Near the lead-

5.08, 6.4 and 7.8 ing edge of the fins, the flowfield is comprised
of two single fin interactions which are charac-
terized by a classic A-shock [1]. The individ-
ual components of the A-shock are the inviscid
shock '1, separation shock '2' and rear shock
'3' (Fig. 61a). The separation shocks intersect,
forming a reflected shock with two segmentz '4a'
and '4b' (Fig. 61b). The "bridging" segment

tOlt is anticipated that the computed surface skin fric-

tion would also be sensitive to the particular turbu-
lence model employed, although no comparisons have
been published for the crossing shock. Measurements of
skin friction have recently been obtained for the Mach 4,
a = 15* crossing shock [63] and comparison with previ-
ous computations [60] is in progress.
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Figure 61: Shock structure for crossing shock at Figure 62: Streamline structure for crossing
SMo, = 8.3, Re 60 = 1.7xlO5, a = 150 shock at M,, = 8.3, Re6 . = 1.7x1O5, a = 150



'4a' rises with increasing downstream distance. bers from two to eight. With some risk of over
The remaining segment '4b' moves to-wards the generalization, the following conclusions may be
fins and interacts with the rear segment '3' of reached.
the original A shock, forming a localized high
pressure region '6'. A separate curved shock '5' e The pitot pressure, yaw angle, and surface
forms on the centerline near the surface, and is pressure are predictable with reasonable ac-
associated with the turning of the flow near the curacy using algebraic or two equation tur-
surface along the plane of symmetry (Fig. 61c). bulence models, except in certain cases ex-
Downstream of the intersection of the inviscid hibiting significant shock unsteadiness (e.g.,
shocks 'i', an expansion region forms '8', while cylinder/flare). This success is attributable
the separate shock '5'remains (Fig. 61d). The to the generally asymptotic "triple-deck"
reflected shocks '7' move towards the fins. structure of 3-D turbulent interactions. In a

A shock similar structure was observed experi- thin layer adjacent to solid boundaries, the
mentally and computationally [60] at Mach 4. flow is governed by both viscous (molecular
However, the experimental visualization indi- and turbulent) and inviscid effects. The re-
cated a continuation of the reflected shock seg- mainder of the boundary layer is effectively
ment '4b' which was not observed in the com- rotational and inviscid to a first approxi-
putations. The discrepancy may be associated mation, thereby explaining the relative in-
with insufficient grid resolution within the tra- sensitivity of the pitot pressure, yaw angle
jectory of segment '4'. and surface static pressure to the turbu-

The computed mean streamline structure for lence model employed.

the crossing shock interaction at M,,,, = 8.3, * The mean flowfield structure (i.e., mean
ct = 150, W/6lo = 4.7 is shown in Fig. 62. The streamlines and wave structure) is therefore
principal feature is - pair of counter-rotating generally predictable. Some details of the
vortices, generated by the individual single fin computations, however, may not necessar-
interactions, which intersect at the plane of sym- ily be correct (e.g., the absence of a contin-
metry and rise above the surface. uation of the reflected shock segment '4b'

The flowfield structure has significant implica- in the crossing shock interactiuA at Mach
tions for the use of the crossing shock interaction 4). Such discrepancies may be associated

as a supersonic diffuser (inlet). Downstream with insufficient grid resolution and/or the
of the crossing shock interaction, the counter- turbulence model employed.

rotating vortex pair forms a core of low total The surface heat transfer is not accurately
pressure, low Mach number fluid [57, 59, 61, 62]. predicted in strong 3-D shock wave turbu-
In effect, the individual vortices generated by lent boundary layer interactions (e.g., cros-
the single fin interactions scavenge the low en- sing shock). Differences as large as 85%
ergy fluid (originating near the surface in the in- have been noted. Reasonable agreement
coming boundary layer) and collide at the sym- has been found, however, for the sharp fin.
metry plane, forming a counter-rotating vortex Further research in development of turbu-
pair with a low total pressure core. lence models and additional heat transfer

measurements are needed.

5 Conclusions Experimental data for the turbulence struc-
ture are rare for 3-D shock wave turbulent

Considera. ble progress has been achieved in the boundary layer interactions. Of all con-
capability for prediction of 3-D shock wave- figurations considered in the present pa-
turbulent boundary layer interactions. Five spe- per, there has been a comparison of com-
ci.fic configurations have been examined - sharp puted and experimental data for only one
fin, blunt fin, cylinder/flare, swept compression case (i.e., cylinder/flare), and the predic-
corner and crossing shock. Numerical simula- tions were uniformly poor.
tions of these configurations have been com-
pared with experimental data at Mach num-



6 Future Work fin and cylinder-flare have tat been accurate'v
modeled by either algebraic or two-equation tur-

Substantial additional research in 3-D shock bulence models. The large spatial scale and

wave turbulent boundary layer interactions is low frequency shock oscillations can, in prin-

needed to achieve greater understanding of the cipal, be represented by the Reynolds-averaged

fluid physics and to improve the accuracy of equations. However, all computations have con-

numerical simulations. Among these needs are verged to steady state solutions.

improved computational methods, collaborative The effort in turbulence model development
experimental/computational efforts and incor- needs to be closely coordinated with new ex-
poration of knowledge of flowfield structure into periments. Experience has shown that surface
more effective design. pressure, pitot pressure and yaw angle measure-

Computational Methods ments provide a relatively weak test of the accu-
racy of turbulence models in 3-D shock wave tur-

The complex shock structures developing from bulent boundary layer interactions. The prin-
ostensibly simple geometries (e.g., crossing cipal data needed for evaluation of turbulence
shocks) pose difficulties for numerical algorithms models is surface heat transfer, surface skin fric-
based on structured grids. Resolution of these tion and Reynolds stress measurements.

shocks requires refinement in one or more coor-

dinate directions, thereby increasing the density Non-Equilibrium Upstream Conditions

of grid points both within the region of high Virtually all fundamental experimental data on
gradients and also outside. This approach be- 3-D shock wave-turbulent boundary layer inter-
comes computationally inefficient as more grid actions have been obtained for configurations
points are added where unneeded. Recent ef- with incoming equilibrium, flat plate boundary
forts in the development of algorithms based on layers. This provides a relatively simple, exper-
unstructured grids hold promise for improved imentally reproducible upstream condition, and
resolution in regions of large gradients at reason- isolates the 3-D turbulent interaction from out-
able computational cost (see, for example, refs. side effects. This approach is essential for under-
[64, 65, 66, 67]). standing the fundamental behavior of a specific

Collaborative 3-D turbulent interaction. Once understood,

Experimental/Computational Efforts the next step is to consider non-equilibrium up-
stream boundary layers which are more common

Unsteady Interactions in practice.

In a wide range of aerospace systems, 3-D shock Specific Configurations
wave turbulent boundary layer interactions are
inherently unsteady on the spatial and temporal In addition to the generic needs described above,
scales of the mean flow. Examples include high many additional areas of research can be iden-

speed inlet unstart [68], inlet buzz (Dailey-type) tified. In the interests of brevity, only two will

[69] and transonic rotorcraft [701. The knowl- mentioned herein. First, the understanding of

edge of these unsteady turbulent interactions is the sharp fin interaction in the presence of sur-

minimal, and further collaborative experimen- face bleed is critical to the performance of many

tal and theoretical (computational) research is mixed compression inlet designs. The available

needed, experimental data is inadequate. The experi-
mental data of Barnhart et al [71] is a useful first

Turbulence Models step; however, the local bleed flow rate was not

Improvement in turbulence models is needed to measured and consequently the local boundary
remedy inadequacies in at least two critical ar- conditions for computation are not known accu-
eas. First, surface heat transfer is poorly pre- rately. Computed results [55, 72] suggest that

dicted in strong 3-D shock wave turbulent boun- the primary vortex is not significantly affected
dary layer interactions (e.g., the crossing shock by surface suction.
interaction using the algebraic Baldwin-Lomax Second, there is little experimental data for the
and two-equation Rodi turbulence models). Sec- asymmetric crossing shock. Experimental flow-
ond, the unsteady flow behavior of the blunt field data (e.g., pitot pressure, yaw angle, flow-



field) for the crossing shock interaction has been [4] M. Holden, "Aerothermal Problems Asso-
restricted to symmetric configurations. Surface ciated with Viscous / Inviscid Interaction
mean and fluctuating pressure data has been over Hypersonic Flight Vekucles." in Tur-
obtained for three asymnmetric configurations at bulent Shear-Layer / Shock- Wave Inte ,'c-
Mach 3 by Bogdonoff [73]. Further experimental tions, pp. 323-338, New York: Springer-
data for asymmetric configurations is needed. Verlag, 1986.

Impact on Design [5] A. Zheltovodov, A. Maksimov, and

It is been shown that existing computational E. Shilein, "Devel pinent of Turbulent Sep-
methods are capable of predicting the mean flow arated Flows in ti,, Vicinity of Swept Shock
structure (e.g., surface pressure, pitot pressure, Waves," in The Interaction of Complez S-D
yaw angle) of 3-D shock wave turbulent boun- Flows, pp. 67-91, Novosibirsk, Russia: Ii-

dary layer interactions with a reasonalle level stitute of Theoretical and Applied Mechan-
of accuracy. This knowledge can be incorpo- ics, USSR Academy of Sciences, 1987.
rated into the design process. For example, the [6] W. Reynolds, "Computation of Turbulent
crossing shock interaction is characterized by a Flows," Annual Review of Fluid Mechanics,
low total pressure jet comprising two counter- vol. 8, pp. 183-208, 1976.
rotating vortices. The low momentum fluid near
the wall in the incoming boundary layer is effec- [7] A. Favre, ed., The Mechanics of Turbu-
tively scavenged by the two vortices formed by lence, p. 367. New York: Gordon and
the single fin interactions and entrained into the Breach, 1964.
jet. Can this information be employed to design [8] P. Bradshaw, "Compressible Turbulent
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A Reynolds Averaged The Reynolds-averaged Navier-Stokes equations

Equations may therefore be assumed, under practical cir-
cumstancps, to be

The exact Reynolds-averaged Navier-Stokes c 0PSk
equations are, -+ - 0
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A conical flow is a steady flowfield whose ye-

The mean molecular viscous stress 1 ij can be locity, pressure and temperature are invariant
approximated b~yi with radial distance from a common vertex 176).

Consider the spherical polar coordinate system
2. Oi ( j + (R,,3, ) shown in Fig. 63. Thus,

3 
- 0

where j p(T). By similar argument, the mean OR 0

molecular heat flux is Lp 0
OR

_ p, a~iT 8T 0qk = Pr Oax R 0
where R is the spherical polar radius

where Pr is the molecular Prandtl number.

The triple velocity correlation (1/2)puu' is R = V/(z-Zo) + (z-z 0 )2

small compared to pkfi,, which is one of the
terms in Piku, and can therefore be neglected1 2 . where (zo, yo, zo) is the Virtual Conical Oiigin.

Also the velocity-molecular shear correlation For the sharp fin, the VCO is close to the inter-

u 1 rik, can be demonstrated to be small 3. section of the fin with the flat plate. The veloc-"T ity, pressure and temperature are functions of
"•tThe analysis 's based on the experimental data of the spherical polar coordinates

Owen et al [74] for non-adiabatic hypersonic boundary
layers

"Using the data of Owen et al [74], it can be shown /3 = tan- ((z-z0)/(z-z0))
that I(l/2)pv.tu>u, <Oj.1pklaas 4' = tan 1 ((Y-Yo)//(z-Zo) 2 + (z-zo)2')

"The analysis is based on the experimental data of
Ladermar. and Demetriades [75] and the assumption that

the rms molecular fluctuations are no larger than

the mean molecular shear stress fi-.



3-32

Figure 63: Spherical polar coordinates

Figs. 21-25 reprinted with permission of

the Journal of Fluid Mechanics.
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Unsteady Phenomena in Shock Wave/
Boundary Layer Interaction

D. S. Dolling

Center for Aeromechanics Research
The University of Texas at Austin

Austin, Texas 78712

ABSTRACT At orbital cruise altitude, the engines will be off

A brief review is given of the unsteadiness of shock and the flow will probably be laminar. Similarly
wave/turbulent botmdary layer interaction. The during descent, engines are off, dynamic pressures
focus is on interactions generated by swept and will be lower reducing the windside loading, and
unswept compression ramps, by flares, steps and only low levels of laminar heating are expected
incident shock waves, by cylinders and blunt fins, on the leeside. Predictions indicate that regions
and by glancing shock waves. The effects of Mach subjected only to the loading generated by at-
number, Reynolds number, and separated flow tached turbulent boundary layers will be rela-
scale are discussed as are the physical causes of tively fatigue-free and have long structural life-
the unsteadiness. The implications that the un- times (Pozefsky, et al., 1989). In contrast, re-
steadiness has for interpreting time-averaged sur- gions subjected to shock wave boundary layer ;n
face and flowfield data, and for comparisons of teraction will experience the most intense loading
such experimental data with computations, is also up to 185 dB or more, and the time to failure
briefly discussed. Finally, some suggestions for fu- of conventional structures is estimated to be or-
ture work are given. It is clear that there are large ders of magnitude lower. Some examples of where
gaps in the data base and that many aspects of shock/shock and shock boundary layer interac-
such phenomena are poorly understood. Much tions can occur on a generic hypersonic vehicle
work remains to be done. are shown in Fig. 1. Engineering methods to pre-

dict loading levels and their froquency spectra are
clearly needed, as are methods to reduce loading

1 INTRODUCTION levels and alter their frequency spectra.

1.1 Engineering Implications of Flowfield
Unsteadiness

Airbreathing transatmospheric vehicles will be
exposed to severe aeroacoustic loads generated
by the unsteady flowfields associated with air-
breathing engines, by separated turbulent flows,
and by engine-generated acoustic loads (Pozef- -OR--RFLOW
sky et al., 1989; Zorumski, 1987; Holden, 1986). SOXEDGEG

Whereas conventional hypersonic configurations
such as ballistic missiles are essentially axisym-
metric shells which are efficient structures, several
proposed hypersonic vehicles are much larger and
substantial areas will consist of flat panels. Flat S

panels are generally inefficient in reacting pressure
loads, and the low resonant frequencies associated S,00MAY L

with their reduced stiffness may fall within the
frequency range of unsteady shock-induced aeroa-
cousti.. ,)ads.

The ascent phase, dmring whi'h the engines Fig. 1. Possible s-,,ck/shczv •d skojk
will be ruwning continuously and the vehicle will wave/boundary layer interactions on a hyper-
be exposed to high dynamic pressures, is critical, sonic vehicle (from Jackson et al., 1987).
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1.2 Implications of Unsteadiness for only be obtained if ap is scaled using a common
Flowfleld Computation value of Po,. The value of Po, at 50,000 feet alti-
It is generally accepted that the key element tude, namely 1.69 psia (1.165 x 104 Nm- 2) is used
in CFD validation is comparison with experi- throughout this paper.
ment. However, drawing meaningful conclusions Interest in shock wave/boundary layer inter-
from such comparisons is not a trivial exercise. actions has been sustained for more than forty
The problem is that the bulk of the experimen- years, largely because of their importance in such
tal data base consists of time-averaged measure- a wide variety of internal and external aerother-
ments which provides no information about flow- modynamics problems. There have consequently
field steadiness or the lack of it. A discussion, been many studies of such phenomena, with corn-
with some examples of the problem, is given in putation playing an increasingly important role
Sec. 6. since the mid 1970s. An excellent review of much

of the early work was compiled by Green (1970).
1.3 Focus More recent reviews, focusing mainly on work

The objective of this paper is to review briefly the of the past ten years in swept interactions have
salient features of the unsteadiness generated by been written by Settles and Dolling (1990, 1992).

supersonic and hypersonic shock wave/turbulent Hamed and Shang (1989) present a survey ana
boundary layer interaction. On account of their assessment of the data base of shock wave bound-
practical importance, the emphasis is on the fluc- ary layer interactions relevant to supersonic in-

tuating loads generated by such flows, the phys- lets. A survey of recent developments in 2-1)
ical causes of the unsteadiness, and the impli- shock wave. boundary layer interactions and their
cations for CFD. There is no discussion of the control is given by Viswanath (1988). Recommen-

fluctuating loads generated by turbulent bound- dations for hypersonic building-block experiments
ary layers. The latter has received considerable for CFD validation have recently been presented
attention in the past, and the reader is referred by Marvin (1992), and some remarks on the im-
to Laganelli et al. (1976, 1983), Dolling and Dus- plications that flowfield unsteadiness has with re-

sauge (1989) and Pozefsky et al. (1989) for details. spect to CFD are discussed by Dolling (1992).
SDolling and Dussauge discuss the measuring tech- Most recently, data bases of hypersonic experi-niques and their problems, the data and their de- ments have been compiled by Settles and Dodson

ficiencies, while Laganelli et al. and Pozefsky et (1991) and by Holden and Moselle (1992). flow-
al. focus on engineering correlations for rms pres- ever, neither contain any details about flow un-
sure levels and power spectral density. Extensive steadiness.
bibliographies are given in all three references. Fluctuating surface and flow field data are far

The work cited in this paper is largeiy exper- less common, particularly prior to 1980. Digi-
imental. To the author's knowledge, no unsteady tal data acquisition systems capable of sampling
computations of shock-induced turbulent sepa- at MHz rates and of acquiring millions of highly
ration and reattachment have been made from resolved data points now render such measure-
which fluctuating load levels and spectra can be ments much easier. Even so, fluctuating wall pres-
extracted. Further, the majority of the work is in sure measurements have not been made in such
the supersonic region (Moo < 5). Holden (1991) a wide variety of flows as have mean measure-
reported plans to obtain fluctuating wall pressures ments, nor over such a broad range of flow condi-
in interactions at Mach numbers between 8 and tions. Most of the data are from interactions gen-
16 but, to the author's knowledge, results are not erated by unswept or swept compression ramps,
yet published, forward facing steps, flares, sharp and blunt fins,

Loading levels in this paper are expressed cylinders, and by impinging shocks. Discussion of
both in terms of the rms of the pressure fluctua- what has been learned from these experiments is
tions ap, (in either absolute or normalized form) the focus of this review.
or in terms of sound pressure level (SPL) where Only flows which are naturally unsteady are
SPL = 20 loglo (op/O.00002 ) dB. The reference included. Forced unsteadiness, induced by oscil-
pressure in the denominator, 201A Nm- 2 , is the lating boundaries or from time-varying upstream
acute threshold of hearing. Since ap in a given or downstream boundary conditions, is largely ex-
experiment depends on the freestrean static pres- cluded. The rich field of self-sustaining coherent
sure, P,,,, meaningful values of SPL for design oscillations of impinging shear layers is excluded,
purposes can only be generated if op is referenced as is the sub-class of unstable shock patterns as-
to the design Po,. Similarly, meaningful com- sociated with shock oscillations induced by spiked
parisons of SPL from different experiments can blunt bodies. Reviews of these fields are given by



Rockwell (1983) and Calarese and llankey (1985),
respectively. Further, since the emphasis is on
supersonic and hypersonic flows, forced and self-
excited oscillations in transonic diffuser flows are
also excluded.

2 DISCUSSION

The discussion is split into several parts. For
organizational reasons more than physical ones,
2-D and 3-D flows are largely discussed in sep-
arate sections. However, since they do have a
great deal in common, they are discussed together
where appropriate. Before focusing on turbulent
flows, some brief remarks are made concerning the
steadiness of laminar flows.

2.1 Shock-Induced Laminar Separation
It cannot be said with absolute certainty that
shock-induced laminar separated flows are always Fig. 2. Typical shadow photograph of a sepa-
steady. Nevertheless, the preponderance of evi- rated laminar interaction generated by an inci-
dence suggests that laminar separation induced dent shock at Mach 2.2 (from Burgio, 1970).
by ramps, steps, and glancing and incident shocks
is steady. In most experimental studies, it was im- example, Kaufman and Johnson (1974) report

plicitly assumed that the flow was steady, and the results from a study of incident shock interac-
question was never addressed directly. However, tions with a Mach 8 laminar boundary layer.

there have been some checks. In the early studies Schlieren photographs of the interaction are com-

of Chapman et al. (1958) it was reported that posites from two different tunnel runs. One pho-

"high speed motion pictures (taken at Moo = 2.3 tograph includes the leading edges of the plate

with 2000 to 6000 frames per sec.) indicate the and shock generator, their shock waves, and the

pure laminar separation over a step to be steady." separating plate boundary layer; the other show's

In contrast, in the transitional case (i.e., transi- the downstream flowfieid. The waves on each

tion occurs relatively far downstream of separa- photograph are straight and intersect where the

tion and relatively close to reattachment) Chap- two photographs overlap, attesting to a steady
man et al. report that "high speed motion pictures flow. Indeed, shadow photographs of laminar in-

indicated the flow to be unsteady in the region be- teractions are typically characterized by smoothly
tween transition and reattachment on the step." varying white lines (indicative of the boundary

They also noted that, as the Reynolds number layer edge) and straight shocks at reattachment

increased and transition moved closer to separa- and separation (Fig. 2). If the separated bubble

tion, "the angle of separation appeared unsteady was undergoing either periodic pulsations or ran-

in the motion pictures as did the flow downstream dorm variations, rippled shocks and wavy bound-

of transition." ary layer edges might be expected.
Degrez and Ginoux (1983, 1984) examined The only experimental evidence of unsteadi-

the laminar interaction generated by a sharp fin ness of a supersonic iaminar separation known
at angle of attack at Mw = 2.2. A Kulite to the author is the work of Ozcan and lHolt
pressure transducer was installed flush with the (1984). LDV measurements were made on the
test surface downstream of the fin trailing edge. plane of symmetry upstream of a circular cylin-
Degrez and Ginoux state that "for the high- der at M. = 2.36. It was reported that sepa-
eat Reynolds number, fluctuating pressures were ration occurred about 6.8 diameters upstream of
recorded, clearly indicating transition. Other the cylinder "where it was difficult to make re-
transducer signals were steady." Although this is peatable velocity measurements due to the un-
not direct proof of the steadiness of the upstream steadiness of the flow." At the interface between
flowfield, it is unlikely that a transducer under the the boundary layer edge and reversed flow, the
outgoing boundary layer would generate a steady variation in velocity was "between 80 and 440
output if the upstream interaction was unsteady. m/s" for a data point with an average velocity

In addition, circumstantial evidence supports of 292 m/s. Whether the separated shear layer
the view that laminar interactions are steady. For or root vortex was transitional which fed distur-
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bances upstream inducing motion of the separa- 0
tion point, or whether the unsteadiness was due
to a natural instability, is not clear. The flow- o -(Pý)EIA Ipsial

field generated by a cylinder in a laminar bound- 60 -

ary layer is a complex one, with both steady and //,
unsteady regimes depending on Reynolds num- .0

ber. Recent numerical work by Visbal (1991;1,2) - /
discusses many of these issues and presents sim- 'S /
ulations of both steady and unsteady flows. The 19
reader is referred to these references for details. 20 - • p•0O-O 03

2.2 Shock-Induced Turbulent Separation a1 _96-100

-2-D Flows 0'

A useful departure point is the separated in- -

teraction generated by an unswept compression X/5o
ramp. Although such flows exhibit an increas- 000

40 .20 00 20 40 6

ing degree of three-dimensionality near the wall
as the bubble grows (variations in wall shear pro- Fig. 3. Ensemble-averaged wall pressure cor-
duce the classic node-saddlepoint pattern seen responding to furthest upstream and furthest
in flow visualization), the time-averaged flow- downstream locations in a Mach 5, 28-deg.
field is essentially 2-D. Detailed measurements compression ramp interaction (from Gramann,
by Nordyke (1987), Marshall (1989), and Mar- 1989).
shall and Dolling (1990, 1992) show that such and sho&c-back positions. Results on the plane of
pronounced three-dimensionality in the wall shear symmetry for the cone tilted 5 deg. showed! that
stress field has no significant effects on the fluc- the separated bubble "expanded and contracted
tuating wall pressures near separation; there is like a balloon." From data presented in Fig. 6
no evidence of any cyclic spanwise variations in of Kussoy et al., Gramann and Dolling estimated
rms levels. Thus this flowfield not only serves that the variation in bubble length was from 1.5
as a useful example for bringing out the salient to 2.46,,. In fact, because of the algorithm used
features of the unsteadiness of shock-induced tur- by Kussoy et al. to determine the shock-back and
bulent separated flows, but also serves as a useful shock-forward cases, the variation in bubble-size
reference against which to compare results from is probably underestimated (see Gramann and
three-dimensional flows. Dolling, 1990,1 for details).

In separated compression ramp flows (or its Gramann (1989) and Gramann and Dolling
axisymmetric or 3-D analog, the flare), the sepa- (1990,1) made wall pressure fluctuation measure-
rated flow undergoes a large-scale, low-frequency ments in a 28-deg. ramp interaction at Mach 5.
motion, which can best be described as an expan- Using a conditional cross-correlation technique,
sion/contraction or breathing motion (Kussoy et it was shown that the instantaneous separation
al., 1987; Gramann, 1989; Gramann and Dolling, point occurred at the separation shock foot and
1990,1). In this context, low frequency means low the bubble size ranged from about 1.76, to 3.66,.
relative to the characteristic frequency, Uo,/6o of In a flowfield whose time-averaged streamwise
the incoming turbulent boundary layer. Typically length is only about 56,, this is clearly a signifi-
the expansion/contraction process occurs at fre- cant variation in scale. Gramann (1989) also mea-
quencies of a few hundred liz to several kHz, even sured wall pressures throughout a Mach 5 com-
in flows in which Uo1/60 is order tens of kilz or pression ramp interaction when the separation
higher. More is said about this in Sec. 2.2.4. shock was at its fuirthest upstream position (in-

"Breathing" of the bubble results in large vari- termittency, -f, less than about 0.03) and furthest
ations in flowfield scale. Kussoy et al. made wall downstream position (y about 0.96-1.00). The in-
pressure fluctuation measurements under the un- termittency is simply the fraction of time the sep-
steady separation shock simultaneously with high aration shock spends upstream of a given station.
speed shadow movies and LDV measurements. Ensemble-averaged wall pressures (Fig. 3) show
The model consisted of a tilted 30-deg. half-angle quite clearly the expansion/contraction process.
cone attached to a circular cylinder. Tests were The solid line is the mean wall pressure measured
made in a Mach 2.85 flow. Mean streamlines were using conventional means (i.e., wall pressure taps)
deduced from the LDV data for the overall time- or by averaging the unsteady signals, whereas
averaged case and for separation shock-forward the dashed lines correspond to the extremes of



the separation shock motion. Erengil (1989) and *he bubble. Wall pressure signals show that th0
Erengil & Dolling (1989, 1991,2) have used a sim- upstream maximmn is generated by the 1usteadv
ilar technique to look in detail at the flow struc- separation shock foot. The moving shock gener-
ture upstream of the ramp corner. Some further ates an intermittent wall pressure signal P (t,,
remarks, focusing on implications for CFD, are whose level fluctuates between the range charac-
given in Sec. 6. teristic of the undisturbed boundary layer (time

Figure 4 shows mean and rms wall pressure ti in Fig. 5) and that of the disturtbe flow down-
distributions at M. = 3 and 5 measured by Mur- stream of the shock (time t2). Kistler ('964) was
phy (1983) and Gramann (1989), respectively, probably the first to observe this behavior in his

10 1 1 1 I
14.0 -- -P/P , M _
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Fig. 4. Comparison of surface properties in Mach 5, 28-deg. and Mach 3, 24-dog. com-
pression ramp interactions a) mean wall pressures, b) rms normalized by local mean
wall pressure (from Gramann & Dolling, 1990).

Both interactions have about the same scale sep- studies of fluctuating wall pressures in forward-
arated flow. Note, in the mean pressure distri- facing step flows at Mo, = 3 and 4.5. This
butions, that the Mach 5 data are shifted 1 unit characteristic intermittent signal has since been
of (7P,,/P,,) vertically. The rms distributions are measured in interactions generated by unswept
shown normalized by the local mean wall pres- and swept compression ramps, blunt fins, circu-
sure, P., and "S" and "R" denote separation and lar cylinders, sharp fins at angle of attack, and
reattachment, respectively, as indicated by the by incident shock waves. Similarly shaped dis-
kerosene-lampblack surface tracer method. The tributions of ap near separation have also been
reason why a well-defined separation line is ob- reported in studies in which the pressure signal
tained under an expanding/contracting bubble, was not shown or discussed explicitly, and include
and where it occurs in the intermittent region, circular cylinders at transonic speed and axisym-
are discussed in the Appendix. In the rms distri- metric flares and steps over a wide range of flow
butions, there are two local maxima, one just up- conditions. Intermittent wall pressure signals and
stream of "S" and the other in the vicinity of "R." a rapid rise in ap upstream of "Y" appear to be
Both are caused by the expansion/contraction of universal features of supersonic and hypersonic
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2.00 ity of the results to the threshold settings can be
P, (psia) found in Dolling et al. (1990). Experimental re-

sults show that distributions of -y are good fits to
t 2 the error function [Erengil and D)olling (1991,1)].

a )Distributions of -y can be used to estimate the
1.5- length scale of the separation shock motion, f 8sPý' In compression ramp flows and on centerline in

[-P'nil blunt fin interactions, Ls spans the region from
Sthe upstream influence line, Xc,, which is usually

where P,, first rises, to "S." In a given boundary
1.00 layer, it can vary from a fraction of b, to several

6&. Up to this point there is no evidence that Ls
correlates simply with any incoming flow param-

- ----- --- ------ eter. The effects of interaction swoepback on LS
.5 1 are discussed latec.

b) - 0 An important point relevant to flow physics
} . . t and numerical modeling concerns the nmechanism

Ti T7i2  of upstream influence. The gradual increase in
t (ins) mean wall pressure downstream of X., seen in

.00I Fig. 4a, is not the result of upstream prop)aga-
0 20 40 6.0 tion of disturbances in a nominally steadý flow,

Fig. 5. Intermittent wall pressure signal up- but is a direct result of shock motion. UIpstream

itream of separation "S" and conversion to influence varies continuously %ith the maximum

boxcar representation (from McClure, 1992). and minimumn values corresponding to the fur-
thest upstream and downstream locations of th,

shock-induced turbulent separation. Indeed, they shock wave. Conventionally, upstream influence
shor-inucedturulen searaton.Inded, hey is ineasured from X,, to the downstream reference

also occur in transonic diffusers and on transonic is and has a to the Pressureference
airfoils. Downstream of separation, the rms levels show that the conventionally defind X, is sina-
depend on the type and scale of the separated ply the furthest upstreani station at which an in-
flow and are dejp indent on shock wave generator crement in P, is detectable using conventional
geometry. More will be said about that later. instrumentation. Actually, at Xs,, -y is already

As seen in Fig. 3, the streamwise wall pres- about 0.03 0.05, and die skewness and flatness
sure near reattachment is a function of separation coefficients of the pressure signals already have
shock position. At a fixed point on the ramp face, very large values. In this sense, this length scale
the instantaneous pressure therefore undergoes is somewhat arbitra.y and is probably not a good
large variations as the bubble expands and con- test of a numerical method.
tracts and the ipstantaneous reattachment point Having described briefly some of the results
moves up and down the ramp face. It is this in compression ramp flows, pertinent questions at
phenomenon, oomnbined with turbulence amplifi- this point with respect to the flowfield unsteadi-
cation, which is responsible for the large fluctuat- ness include:
ing loads near reattachment. In the Mach 5 ramp
flow, the maximum SPL in the vicinity of reat (i) How are rms levels near separation influ-
tachment is of order 170 dB. enced by Mach number, Reynolds num-

The intermittency y, which was mentioned ber, boundary layer properties, separated
earlier, is a very useful parameter and is simply flow scale, wall temperature condition, shock
the fraction of time that the flow at a point is generator geometry, interaction sweepback,
upstream of the separation shock wave. Thus y etc.?
varies from 0 to 1. Its magnitude can be calcu- (u
lated by first converting the pressure signal (Fig. (ii) What are the frequencies and streamwise
5a) into a boxcar function (Fig. 5b) and then cal- length scales of the separation shock motion,
culating the fraction of the signal with level '1'. and how do they depend on incoming flow
The conversion to the boxcar signal is based on properties and shck generator geometry?
the amplitude of the raw sigral relative to some (iii) What is the physical cause of the scpara-
pre-established thresholds. A complete descrip- tion shock wave unsteadiness, and can it be
tion of the conversion process, the logic behind controlled (or at least influenced favorably)
it, the precautions necessary, and the sensitiv- through active or passive means?

I



(iv) What are the rms levels under the separated attempted '.i as•iss the validity of this exprnssion
flow and near reattachment, and how are by calculating the ratio of '.he measured (Yp)niax
they influenced by shock generator geome- to (AP)s in a variety of flcws including those in-
try and incoming flow conditions? What is duced by swept and unswept ramps, swept and
the frequency content of the fluctuations in unswept blunt fins, and sharp fins at angle of at-
ihese regions, and on what does it depend? tack. In each case, (AP)s was taken as the dif-

(v) How rapidly does the loading and spectral ference between the mean pressure close to the
content of the outgoing boundary layer re- downstream boundary of the intermittent region
covcr to the values characteristic of a zero (i.e., 'y = 0.95) and the undisturbed boundary
pressure gradient flow at the new down- layer pressure. Results are shown in Fig. 6. Ai-
stream conditions? though the data are plotted versus interation

sweepback angle, this is for ) nvenience and is not
The remainder of this paper is largely an at- meant to imply that (op).,./(AP)s, is a function

tempt to address these issues. It should be ewr- of swceupback. In fact, as indicated by Eq. (2),
phasized that there are few satisfactory answers (ap)./(AP)s should be a constant. The exper-
to any of these questions. Answers require de- imental results show some scatter, but the bulk
tailed parametric studies which have not been of the data fall within the range of about 0.4 to
performed. Nevertheless, examination of the work 0.6. In fact, for the blunt fins, the avera.,e value is
of the late 1960s and early 1970s combined with 0.49, with a standard deviation of 0.04. The shari;
the work of the mid 1980s to the present does fin and swept ramp averages and standard devi-
provide partial answers to some of the questions ations arc smaller and larger, respectively, than
raised. Moreover, it indicates very clearly where the blunt 'in results. Overall, the average is 0.46,
the knowledge base is inadequate and where fu- and the standard deviatiou is 0.085.
ture efforts should be directed.

1 0 --..--.. r--r---.

2.2.1 RMS Levels Near Separation [ 0 9

Consider the intermittent pressure signal shown 0.9
in Fig. 5. A relatively simple expression for the s8 P A

overall variance of the signal, a 2p, in terms of the 0, ..

contributions of the upstream and downstream
pressure fields is given by Debitve and LaCharme < 0o 6 . 9

(1986): +0A

~P -( +_t ___ _ _f_ ±~ -(1) a04 A ~ A

(Ap)2 (Ap)2 ' 'pA

where (AP)s is the pressure rise across the sepa- 01
ration shock, and subscripts u and d refer to the
wall pressure fields upstream and downstream of 0 . , .
the vhock, respectively. The only inherent as- 0
sumption is that the upstream and downstream n In 7(1 -fl 4r1 '0

fields are statistically homogeneous. If op'P and
apd are small compared to (AP)s, which, based Fig. 6. Variation of (Op)max/(AP)S for different
on experimental evidence (Fig. 5), is a reasonable interactions (from Gonsalez & Dolling, 1993).

approximation, then the expression can be sim- Bearing in mind the difficulties both in boat-
plified to: 2 ing and measuring (up)m. as well as estimating

AP)s -"(- -y) (2) (AP)s, particularly in highly swept flows where
(AP)s was small, these resuIts provide reasonable

According to this expression, the maximum support for Eq. (2) As a first cut, Eq. (2) could
rms, (op)max, occurs at -t = 0.5 (i.e., the mid- provide an approximate estimate of the separa-
point of the intermittent region) and has a value tion shock wave loading level. If the mean wall
of 0.5 (AP)s. Although this is obviously a very pressure and surface flow visualization were avail-
simple formulation, its use as a prediction tool is able for a given flow, then (AP)s could be taken
limited since (AP)s is usually not known a pri- as the mean value at separation minus the undis-
ori. Of greater concern is whether such a simpli- turbed boundary layer pressure. However, as dis-
fled exp-ession actually provides an accurate pre- cussed later, whereas "S" is at the downstream
diction of (ap)max. Gonsalez and Dolling (1993) boundary of the intermittent region in unswept



4-8

flows, it 'yes upstream within the intermittent Location Ma,:i No. ___o'p/Po _

region with increasing sweepback; so it is likely 3 0.23 (160)
that (AP)s would be underestimated in highly Near "S" 4 0.52 ( - )
swept flows. Alternatively, (APs) could be ob- 5 0.50 (170)
tained from computation, although this could lead 3 0.60(170)
!o some uncertainty in the estimate of (jp).x, 3 .6_ (70
since the agreement between measurement and Fin Root 4 3.07 )

simulation is very murh a function of the flowfield j 5 2.60 (184)

under study, as well as the turbulence model, etc. "Thblc 2. Loading levels, up/Pc•, at selectedt

2.2.2 Effects of Mach and Reynolds Number on locations in blL.It fin/cylinder fows.

RMS Pressure Levels and Intermittent Heating Since separation shock strength is largely con-
Near Separation trolled by Mach number, then i' migit be an-

Since the fl(uw turning angle at separation is typ- ticipated that, in a given flow type, (j,•.,/1)-,
ically of order 5-10 deg., irrespective of ramp an- would only be a weak function of Reynolds mnn-
gle, the separation shock strength increases with ber. This appears to be confirmed by experiment.
increasing Mach number. Thus it might be ex- Figure 7 shows the 24-deg. compression ramp at
pected that, although (op)mas would be approxi- two values ot Re6 at Mach 3; the two rins max-
mately constant in terms of (AIP)s, the absoluto imna near separation differ by only a few percent.
value of ('P),.x would be an increasing fraction
of Po, with increang Mach number. The Macb 3 E (c M) i6 } O
and 5 flows of Fig. 4 appear to confirm this; the in 1.2 2.95 24
values of (up)m..x/Poe are 0.25 and 0.52, respec- (, 2.2 2.88 2'

tively. In terms of P,., loading levels are every- el
where higher at Mach 5, particularly on the ra..,p
face. Table 1 gi:¢s values of .,p/lI1 at four dif- W
ferent locations in the interaction. C 1

UPp.

Mach 3 Mach 5 P.

Max. near "S" 0.25 (163) 0.52 (170) 0

At Corner 0.14 (158) 0.43 (168)
At "R" j 0.23 (162) 0.95 (175)
Max. on Ramp 0.26 (163) 1.60 (180)

Thble 1. Loading levels, e'p/Pco,, at selected
locations In compression ramp flows.

The values in parentheses following each value of g s 311,

oap/Po are the corresponding values of SPL in dB. ý8-00 � 00 1oct 00 8.0012.o0

It can be seen that very high loading levels occur

on the ramp face. X(cu)

Similar effects of Mach number are also seen Fig. 7. Effect of Re 6 on op/P. in a M-Ach 3, 24-
in blunt fin and cylinder flows. 'fable 2 lists mea- deg. compression ramp interaction (from Mur-
sured values of ap/Poo near "S" and at the fin phy, 1983).
root at Mach numbers of 3, 4 and S The data
are from Dolling and Bogdonoff (1981), Aso et In terms of ap/Poe near separation, the increase
al. (1991), and Brusniak (1991), respectively. At in Re6 resulted in an increase from 0.24 to 0.25.
the fin root, the peak loading is very difficult to Experiments by Dolling and Bogdonoff (1981) in
resolve accurately, due to steep gradients. Never- which wall pressure signal, were measured up-
theless, there is evidence of a large increase with stream of blunt fins also show a similar weak vari-
Mach number. Again, the values in parenthe- ation. A sixfold increase in Re6 with a fixed di-
ses are dB, scaled to 50,000 feet. No values of ametv- fin resulted in a decrease in (op/Pu)max

SPL can be computed at Mach 4, since values of near separation of about 25 percent. Iowever, in
freestream static pressure were not provided. The this case, part of this change ca- be attributed
most intense loads are produced at the root and to the varying ratio of D1b since, even at a fixed

exceed 180 dB. Re 6 , (Gp/-Pw,).,x is a function of D. For exam-



pie, Increasing D from 1.27 to 2.54 cm at fixed intermittent region reaching a maximum where
Re6 increased (ap/P),n)m, from 0.18 to 0.23. For the mean had increased by a factor of about two.
large D/6, as explained in Sec. 3.3, (ap/Po0)n& The maximum was about 10 times the standard
should reach a constant value, deviation in the incoming flow.

Hayashi et al. (1989) measured fluctuating
heat transfer in an incident shock/turbulent 2.2.3 Effects of Separated Flow Scale on RMS
boundary layer Interaction at Mach 4. Measure- Pressure Levels Near Separation
ments of the mean (in terms of Stanton number) Experiments by Dolling and Or (1985) at Mach 3
and fluctuating heat transfer are shown in Fig. 8. showed that (ap),x/P., increased with increas-
Similar to the wall pressure, the heating rate is ing scale of the separated flow. As the corn-
also intermittent with a large maximum near sep- pression ramp angle was increased from 16 deg.
aration. In this experiment, the maximum value (incipient separa..on) to 24 deg. (separated bub-
of aqw,/jw is about 0.22. The only other fluctuat- ble with a streamwise scale, Lp, of about 26,),
ing heat transfer data known to the author is that (ap)max/P,, increased from about 0.11 to 0.20.
of Shifen and Qingquan (1992) in interactions in- These observations are consistent with the resultsduced by circular cylinders at Mach numbers of 5 of Coe et al. (1973) using a variable height, 45 deg.
and 7.8. The maximum value of aqw,/(l• near sep- compression corner at Mach 2. Although (ap)m•,
aration was about 0.5, twice the value at Mach 4, was not well resolved, it is clear that it increased
suggesting that this ratio may also increase with with increasing separated flow scale.
Mach number. In the ramp experiment of Dolling and Or,

the separated bubble size increased because the
ramp angle was increased, and hence the over-
all inviscid pressure rise increased. The question
of how the fluctuating load level near separation

2 -- depends on overall inviscid pressure rise is not en-
•o I ' tirely clear. Experiments at Mach 5, using a com-

4' •pression ramp and circular cylinder for which the
inviscid pressure ratios were about 11.5 and 29, re-
spectively, have exactly the same maximum load-

o ing levels at separation. Other experiments using
o -60. -40. -20. 0.0 20. 40. 60. blunt fins (see Gonsalez and I)olling, 1993) result

x-xi.P(..) in the same levels of loading at a given spanwise
station for fin angles of attack of zero and ten de-
grees. On the other hand, in glancing shock inter-

2 actions, maximum loading at separation increases

by about 75 percent, as the inviscid pressure ra-
tio is increased from 5 to almost 12, whereas, in
swept ramp flows, the loading increases by 100

s R percent as the inviscid pressure ratio is increased
STANDARD from about It to 12 (Schmisseur, 1992). There

,DEVIATION is no consistent pattern from one configuration
to another, suggesting that, in general, inviscid

o _pressure ratio is not the appropriate parameter
for correlating maximum loading near separation.

o 0.0 As seen earlier, (ap)max actually correlates with
(A P)s.

Recent work at Mach 5 (Erengil 1991,3, Mc-
Fig. 8. Mean and fluctuating heat transfer in Clure 1992) suggests that the actual behavior of
an incident shock interaction at Mach 4 (from (up).ax) may be asymptotic, once L.,p increases
Hayashi et al., 1989). beyond some large value, (ap)ma. remains fixed.

Shifen and Qingquan (1990) also made mea- First, in experiments using a 28-deg. compression
surements of heat transfer fluctuations upstream ramp at Mach 5, it was observed that if distur-
of a step at Mach 7.8. Both wall pressure and bances such as a shear layer manipulator or a
heat transfer were intermittent, with frequencies fishing line (see Fig. 9) were introduced into the
in the range of 1-3 kllz. The standard deviation flowfield, the separated flow length scale increased
of the heat transfer rate increased rapidly in the substantially. Rms distributions (Fig. 9a) show
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: layer ing level for a constant overall inviscid pressure
rise. Rms distributions for the baseline flow and

(S •1M) with two BLM's (with 15-deg. and 35-deg. lead-
ing edges) are shown in Fig. 10. Flow coridition.
and baseline geometry are the same as for Fig. 9.
However, in studies of the effects of suction using
the same ramp mode!, also at Mach 5, McClure
and Dolling (1991) found contradictory results.
Suction was applied through a 6.8 mm slot span-

"fisi , le ning most of the ramp face and located at the
mean reattachment location. With slot-alone (no

4- suction), separation shifted about 16, upstream

5 ý •(P.ia) compared to the baseline case, and (ap)max in-
creased about 15 percent. With suction, separa-

. tion moved downstream, as expected, but in this
a ) case (ap),,x did not decrease but was 10-12 per-

2, cent above the baseline value.

X (in)

I 21 1 -L5 -I -2

/ Boundary Layer

Manipulator
b) Figure I I sums up the results from all of these

studies. The value of Po is the same in all cases,
and the abscissa, X', is the location of olpmax up-
stream of the corner (normalized by 6•, the in-
coming boundary layer mass flux thickness) and
reflects the scale of the separated flow. If the suc-

2 - tion study results are ignored, the general trend
is that (Up)max increases rapidly initially, but be-

/ / IX I I yond X' ; 161 reaches an almost constant value.

.! 25 2 . - 5 0 The reasons for the discrepancy are presently not
clear.

FVg. 9. Effects of separated flow length scale in
a Mach 5, 28-deg. compression ramp interac- 2.2.4 Separation Shock Frequency
tion on a) rms pressure levels, b) intermittency None of the optical or other studies provide any
distributions. evidence that the shock motion is periodic. High

that (apP)max increases only very slightly as L.. speed schlieren cinematography by Degrez (1981)
doubles. Intermittency distributions (Fig. 9b) in blunt fin flows at Mach 3 has shown that the
show that the region of shock motion shifts pro- probability density distributions of the shock foot
gressively upstream, but the shock motion length position are Gaussian. Shock foot histories de-
scale is essentially unchanged. Second, the results duced from multi-channel simultaneously sampled
of McClure and Dolling (1992) using a boundary- wall pressure signals in both swept and unswept
layer manipulator (BLM), shown opposite, are compression ramp interactions also have a Gaus-
also consistent with the idea that decreasing sep- sian distribution (Erengil & Dolling, 1992). Nor-
arated flow scale results in a decrease in load- malized power spectra presented by Dolling and

L __



4-11

.4 tions (about 0.2-2 kHz) and the undisturbed and
.4 separated boundary layer. Within the intermit-

P/Pw a j tent region, the power spectrum retains the same
shape with a large fraction of the energy below

.3• •2 kHz. in the separated flow, the increased con-
.3 -tribution from high frequencies is again evident.

0 This general trend is typical of all the spectral* Baseline *. 0 results given in the literature.

O 150 BLM A. I

.2 A 350 BLM A 0.4 (4P) Mh=5

U 4 0.3-

• • /

0_______________ 1 Slot-alone
-3.5 -2.5 -1.5 -_5 0.2 o Baseline

I I SLM, BLM

Y S'~baSe

.9 0Baseline p0.1 [X]0 P'c5 1

.9- 0 150 BLM :*
8' A 5 L

.8 iA35°BLM b) 0.0 1.0 2.0 3.0 4.0

.7 / Fig. 11. Variation of (op)max with separated

.6 -('Li Curv H t Data), * flow length in a Mach 5 compression ramp flow.
.5 - In cylinder or hemicylindrically blunted fin

.4 - 0 interactions, shock frequencies increase with de-
I. creasing leading edge diameter and decrease with

.3 - increasing incoming boundary layer thickness

.2 10 , 1A (Smith, 1987). This result and some comments on

. - appropriate correlating parameters for the power
1 o .spectrum are discussed further in Sec. 3.3. With

0 e X/1 compression ramps, Dolling and Or (1985) noted
I I •that the shock frequencies decrease as the ramp

-3.5 -2.5 -1.5 -.5 angle and extent of separation increase. In the
Fig. 10. Effects of boundary layer manipulators light of more recent studies showing how (ap)m..
(BLM) on a) rms wall pressure, b) intermit- increases with increasing scale of separation, it is
tency in P Mach 5, 28-deg. compression ramp probable that the power spectrum also behaves
interaction (from McClure & Dolling, 1992). asymptotically.

Robertson (1971) correlated intermittent re-
Brusniak (1989) for a variety of flow types are all gion power spectra from a Mach 2, 45-deg. corn-
broadband, with a large fraction of the energy at pression ramp experiment and from upstream of
relatively low frequencies, as mentioned earlier, circular cylinders at M = 1.4 and 1.6 in the form
An example from Erengil and Dolling (1991,1) in G(f)Uo/q,2,6 versus fol/Uoo. G(f) is the power
Fig. 12 shows power spectra in the undisturbed spectral density in units of (pressure) 2 /Htz, and
boundary layer and under the translating shock in f is the frequency in lIz. The results of Dolling
a 28 deg., Mach 5 compression ramp interaction, and Or (1985) compared poorly with this corre-
The ratio UVo/Ao for this flow is about 50 kHz. At lation, particularly for fI/U,,l < 0.1, the domi-

=/6 = -2.22 and -1.55, the intermittency is low nant range of shock motion. Robertson also scaled
and the spectrum is bimodal, reflecting the con- spectra using the separated flow length, Lsep, in-
tributions from both the shock-induced fluctua- stead of 6& and obtained a marginally superior
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correlation. Use of L..p to correlate the spectra (1986), Dolling and Smith (109), l)olling et al.
of Dolling and Or resulted in increased scatter (1992)]. Their common feature is the conversion
cwupared to 60. If relatively simple parameters of the pressure signal into a boxcar of amplitude
describing the model geometry and incoming flow unity and varying frequency. The time T. be-
are to be used for correlations, it is probable that tween consecutive passages of the shock over the
different parameters will be required in different transducer can be determined and statistics per-
interactions. In 3-D interactions, the problem is formed to obtain the probability distribution of
particularly complex. For example, in blunt-fin T, and the mean value T..(= i i where
induced flows, the shock frequencies increase with N is the number of periods. it should be noted
increasing spanwise distance (i.e., increasing flow- the 1/7T is the shock zero-crossing frequency, fc,
field sweep) such that power spectra cannot be not the mean shock frequency. fc is simply the
collapsed using simple parameters such as D or number of crossings per second of the transducer
6°, but will require parameters which reflect the by the shock wave, whereas the mean shock fre-
local flowfield properties. Further comments on quency is N ZNi fi where fj = 1/78. Since the
this subject are given in Sec. 3.3. Appropriate pressure signal is of a turbulent flow, precautions
parameters for collapsing spectra is an area im- must be taken to ensure that high-frequency tur-
portant in practical applications and one requir- bulent fluctuations are not inadvertently counted
ing substantially more work. as shock waves. This problem and others are dis-

cussed by Dolling (1990). The utility of fe is that
-u-vs, w .u shock motion can be characterized by a single fre-

. .UU.U.2 U UL..TU quency and rapid comparisons can be made be-
"1 i I tween flows. Caution is required, however, since

G(f)IIlt 2 fc is sensitive to threshold settings and thus com-

4,75 ''W ro ,, parisons should only be made between results ob-
o50- .Y-'.o w tained using the same algorithm and threshold

0 settings. Also, the shock motion is broadband,
0 2S~ and characterization by a single value can be mis-

0 leau,

U - The zero-crossing frequency distribution up-
stream of a 28-deg. compression ramp at Mach 5

0o r-l.'O ,is shown in Fig. 13. Recall that the power spec-025 L 4 tra were shown earlier in Fig. 12. The intermit-
o 0 "0 r i tency distribution is also shown. The solid lines

000 -pass through the average values at each station.
0II - 3 -- 5 The dashed line is the error function fit to the
010 -0.80 intermittency data. The good fit shows that sep-
o05 - aration shock crossings are distributed in Gaus-
oUW sian fashion within the intermittent region. Thus

030r
0 25 - 2 the probability of finding a shock passage is at a
020 - z/b.--222 maximum near - = 0.5, and it decreases to zero0°1o5 • f•0 .

0 to - y.O.06 upstream of UI and downstream of "S." This
- t I " result is also seen in the zero-crossing frequency

1.00- G(f).f lx10 (psiatm) distribution that has a maximum value 3f about

075 - 1.0 kHz at -t = 0.5.

0.50- T,.0 0  2.2.5 Separated Flow Region
025 f (kHz) At "S," or just downstream of it, the highly

SI I' '' ...... skewed pressure signals of the intermittent region
0.1 0.2 W,3 1 2 3 to 20 So too are again essentially Gaussian. If the sparation

Fig. 12. Power spectra In the intermittent re- length is large enough, both ap and P. reachgion of1a Mach compression ramp Interaction, constant plateau levels [Chyu and Hanly (1969),and Coe et al. (1973)). Compared to the undis-
To isolate the shock component of the pres- turbed flow, ap is significantly higher. The mea-

sure signal, several authors have employed condi- surements of Coe et al. upstream of a forward-
tional sampling algorithms (Dolling and Murphy facing step at 5 Mach numbers ranging from 1.7
(1983), Andreopoulos and Muck (1987), Narlo to 3.5 show only a weak effect of Moo on the ratio



ap/qo. The latter varied from about 0.03 to 0.04 tra fell below the data band of Coe et al., al-
with "a slight increase in intensLy with increas- though, as the separated flow length increased,
ing Mach number." At Mach 5 in an unswept the Mach 3 data came progressively closer to the
compression ramp interaction, Gramann (1989) band. Whether these are universal parameters is
obtained a value of about 0.02 for ap/q.. The not clear, and more work is needed to clarify the
s&ane value was measured by Murphy at Mach 3 issue.
in a 24-deg. compression ramp flow. However,
in both cases the separation was relatively small 2.2.6 Outgoing Boundary Layer
(: 2-3bo) and the flow was still undergoing com-
pression. There are few data in the outgoing boundary

layer, largely due to tunnel constraints. Compres-
S--sion ramp models must be long enough to avoid

Li½U ==Ur.U rI. " trailing edge effects on reattachment but short
enough to avoid tunnel blockage. In compression
ramp flows, ap continues to increase downstream

f, 1kllz] of reattachment, although ap/P0 0 (Fig. 4) reaches

orW \a maximum close to reattachment. The slow read-
SIjustment of the boundary layer is evident from the

S" rms distributions and from the evolution of the
_rT_'8.) xxxo skewness coefficient of the wall pressure fluctua-

06 tions (Fig. 14). At both Mach 3 and 5, the skew-
ness passes through zero about 3&, downstream
of the corner and appears to level off at a value of

04 about -0.2.
400 I

Skewness
02 35

o 3.00 + Ramp #3
002.75 .225 -175 -1.25 -0.75 Re(. 12 6-2.2 cm

2.50 Ref. 12f6= 1.2cm m

Fig. 13. Zero-crossing frequency and Intermit-
tency distributions in a Mach 5 compression 200 - +
ramp flow.

Coe et al. (1973) tried several combinations
of length and velocity for the reduced frequency ++
parameter and for the abscissa of the power spec-
trum. These included o/1Uoo, 6/Uoo, 6/U, 6*/Uoo, 0+
Lpl/U, (L. • -Xs)/U, and (S 8 -Xs)/U, where 6, 0 i

6, and U are local values, Xs is the distance up-
stream of the corner, and Ss is the length of sep- -o- - + x/80
aration measured upstream of the corner. No sin- 11 1 1 1

gle reduced frequency or spectral density param- 4 200 000 2.OD 4.00 6.00 a00

eter was more effective over the full range of fre- Fig. 14. Skewness coefficient distributions in
quencies and for the different models tested (ax- Mach 5 and Mach 3 compression ramp Inter-
isymmetric flares and forward facing steps, and actions (from Gramann, 1989).
2-D forward facing steps). The best parameters
were f 6/U and f(Ss - Xs). Generally, U is not The effects of expansion/contraction of the
known; but this is not critical, since the use of separated flow are felt far downstream on the
U or Uoo produces only minor changes. The same ramp face. The low-frequency flapping motion
applies to the use of q or qoo in the power axis scal- of the outgoing boundary layer is quite evident
ing. Overall, a reasonably good correlation was in conditionally sampled pitot surveys made by
obtained by plotting G (f) U/qý2.6 versus f 6/U. McClure & Dolling (1991). By simultaneous ac-
However, the data used were all at Me. = 2. quisition of fluctuating wall pressures under the

Dolling and Or (1985) scaled their Mach 3 insteady separation shock and fluctuating pitot
compression ramp data the same way, but using pressures above the ramp face, McClure & Dolling
U,, and 6, rather than local values. The spec- generated frozen pitot pressure profiles. This was



4-14

S/ I
1.2 '(a) Baseline Runs

. 0.0 psi 25.0 p-ia 50.0 psia

-8 conventional
.6 ý. 'W
.4 •

4r .07<y<.16
., * .76<c<.90.2 g/,

0X/6

0 .5 1 1.5 2 2.5 3 3.5

Fig. 15. Mean and conditionally sampled pitot pressure surveys in the outgoing bound-
ary layer of a Mach 5, 28-deg. compression ramp interaction (from McClure & Dolling,
1991).

done by averaging pitot pressures only when the the maximum cross-correlation coefficient is neg-
separation shock was located between two pre- ative. As would be expected, the effect of the
selected pressure transducers (i.e., shock brack- shock motion decreases with increasing distance
eted in a narrow range of intermittencies). Re- downstream.
sults for high and low intermittency ranges are Gramann also examined the relative contri-
shown in Fig. 15, together with the conventionally butions to the overall rms from the low-frequency
measured, time-averaged pitot survey. Data are pressure fluctuations (due to flapping of the out-
shown at four streamwise stations on the ramp. going boundary layer) and high frequency fluctua-
As the separation shock moves downstream (to a tions (due to turbulence). In Fig. 16, the solid line
location of higher intermittency), the downstream shows the rms pressure calculated the usual way
extent of the interaction shrinks, and vice-versa. (i.e., based on 100 records of 1024 data points with

The low-frequency flapping is also evident in a single mean value). The dotted line employs the
power spectra measured by Gramann and Dolling same 100 data records, but is calculated using 16-
(1990,2) under the outgoing boundary layer in point data records, each with its own mean. The
a Mach 5 compression ramp interaction. Al- effect of using 16-point records is to filter out the
though they are qualitatively similar to spectra of lower frequency component of the signal. All of
an undisturbed boundary layer, there is a much the rms values of the 16-point records were then
larger contribution to the -!ariance from low fre- averaged to give the dotted line. Thus, the differ-
quencies (those in the rarig, o- the separation ence between the solid and dashed lines provides
shock motion) than in an undisturbed boundary a measure of the influence of the separation shock
layer. Coherence function measurements between motion on the overall rms. Even with the contri-
streamwise separated transducers on the ramp bution from the low-frequency flapping removed,
face show high coherence in the broadband of fre- the rms values are quite large, showing that pres-
quencies characteristic of shock motion. With in- sure fluctuations due to turbulence amplification
creasing distance downstream, the coherence at are significant.
higher frequencies increases as the outgoing flow Gramann also calculated the variation of the
becomes more like an attached turbulent bound- rms with separation shock position, and these re-
ary layer. Gramann also shows cross-correlations suits are shown by the symbols in Fig. 16. For
between wall pressure signals under the translat- X/6o < 1.2, rrrn levels are lower than the dashed
ing separation shock wave and on the ramp sur- line for the shock upstream (7 < 0.5) and equal
face. As seen in the conditionally san . --.! will to or larger than the dashed line for bhe shock
pressure distribution of Fig. 3, as the shock moves downstream (7 > 0.5). These trends are reversed
forward (i.e., rising pressure on upstream chan- further downstream. Gramann explains this re-
nel), pressures on the ramp fall, and vice versa; so versal using a flowfield model in which the fluc-



tuation statistics are fixed and the flowfield slides and Dolling (1993) have examined the effects of
up and down the ramp in the opposite direction leading edge sweepback on fluctuating loads on
to the separation shock wave motion. centerline upstream of the fin. This section fo.-

cuses primarily on what has been learned about
3 THREE-DIMENSIONAL FLOWS the unsteadiness from these studies. A review of
Fewer measurements of fluctuating loads have the mean surface properties and flowfield struc-
been made in 3-D flows compared to 2-D flows, ture in such interactions is given by Settles and
and the data are far more difficult to interpret Dolling (1990).
since the flowfleld above the transducers may be Almost all of the work cited above was car-
highly skewed. Much of the work has been done ried out at or below Mach 5. The only exception
in the past seven years. The interactions stud- is the work of Shifen and Qingquan, which was
ied include flows induced by (i) swept planar carried out at Mach numbers of 5 and 7.8. The
shocks from sharp fins at angle of attack [Tran latter study also included measurements of fluctu-
et al. (1985), Tran (1987), Tan et al. (1987), Gib- ating heat transfer near separation. In the discus-
son (1990), Gibson and Dolling (1992), Schmis- sion below, the swept ramp results are presented
seur (1992), Schmis.,eur and Dolling (1992), and first, followed by the sharp and blunt fins. For the
Garg and Settles (1993)1; (ii) crossing planar reasons mentioned earlier, there are few measure-
shocks generated by sharp fins at angle of at- ments in the outgoing boundary layer, and thus
tack [Batcho et al. (1989)); (iii) swept corn- little is known about the downstream flowfield.
pression ramps [Tran (1987), Boitnott (1990),
Dolling et al. (1991), Erengil and Dolling (1992)]; 3.1 Swept Compression Ramps
(iv) unswept circular cylinders (Robertson (1969, Boitnott (1990) made fluctuating wall pressure
1971), Narlo (1986), Dolling and Narlo (1987), measurements upstream of the comer line in in-
Smith (1987), Dolling and Smith (1988, 1989), teractions generated by unswept, 10-deg. and 20-
Brusniak (1991), Bibko et al. (1991), Shifen deg. swept models at Mach 5. Erengil and Dolling
and Qingquan (1992)]; (v) unswept hemicylindri- (1992) extended this study to include sweeps of
cally blunt fins [Dolling and Bogdonoff (1981), 25, 30, 40, and 50 deg. In both studies the ramp
Dolling and Narlo (1987), Dolling and Brusniak streamwise angle was fixed at 28 deg. In the ear-
(1991), Gonsalez and Dolling (1993), and Barn- Her work of 'Tran (1987) at Mach 3, data are pre-
hart (1993)1. Barnhart's work is as yet unpub- sented for a 60-deg. swept model with streamwise
lished. To the author's knowledge, only Kleifges ramp angles of 24 and 30 deg. Since measure-

ments were made only along a single line perpen-
I0 , dicular to the ramp corner line, no information

Op (psi) can be gleaned concerning spanwise variations.
09 - To the author's knowledge, there are no measure-

ments of fluctuating pressures on the surface of
.0**. swept ramps.

0,7 ... """ . Wall pressure rms distributions upstream of/A• 9.. 0 ... a o" the corner are generally qualitatively similar to

S-.A .1 0 A those in the unswept case (Fig. 7). The data are
05 - o.-" + plotted versus (X+X.)/(Z±+Zo), which is the tan-

0 _0 + gent of a conical ray from the virtual conical ori-
-A, IC gin. There is a local maximum generated by the
-..... coninuou. 16p, record w/ ou. mean unsteady separation shock and a relatively con-

03 + r=0-3% stant value under the separated flow. The cause
x "--7% of the rapid rise in rms near the corner is unclear.

02 -o r30-50o Quantitatively, rms levels generally decrease with
o y-5o70o% increasing sweep.

0., T-9W100% In the experiments of Erengil and Dolling,
00 1 I x/8o. the 10-deg. swept ramp interaction converged to

00 0.5 10 13 2.0 23 3.0 33 4.0 cylindrical symmetry. In this cylindrical case,
the maximum ms generated by the separa-
tion shock was only slightly lower than in the

Fig. 16. Rms wall pressures as a function of sep- unswept case and was constant spanwise. flow-
aration shock position in a Mach 5 compression ever, the intermittent region was about 20 percent
ramp Interaction (from Gramann, 1989). shorter and the band of shock frequencies higher.

I
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The entire measurement region was within the
inception region for the 20-deg. model. The

.25 1 o I maximum standard deviation increased spanwise
apw0 (psia) .= 300 but did not exceed the unswept maximum value.Shock frequencies spanned a broader range than

.2 8 a) either the unswept or 10-deg. cases. In the highly
* swept interactions (corner line sweeps greater

.15 a than 25 deg. at Mach 5), the rms distributions
i Iwere conically symmetric, as were the mean dis-
l1 - tributions.
S C Figure 18 shows (ap),.x in the intermittent

.05 (region from several rows at different distances
.05, Z Lfrom the ramp apex plotted versus the local

( )z sweepback angle of the separation line, As. The0 .a rms decreases by a factor of about 2 as the sep-.1 .2 .3 .4 .5 .6 .7 .8 aration line is swept back from 0 to 36.5 deg.

.25 - I I - Inspection of the wall pressure signals near sep-
uPw (psia) b) k = 400 aration highlights the physical effects of sweep-

.2 - back. Sample signals at A = 0, 20 and 40 deg.
3 (with their corresponding amplitude probability

41,- odensity distributions) are shown in Fig. 19. The
.15 -O o signal from the highly swept flow (Ac = 40 deg.)

(P0 - differs from the other two; although it is still in-A -termittent, it has lower amplitude fluctuations at
I Chigher frequency, and the secondary peak in the

.05 - S probability distribution is no longer present. In
0% (X+x°)/(z+z,) general, the amplitude of the wall pressure fluc-

I I I I I tuations decreases, and the frequencies increase
.2 .3 .4 .5 .6 .7 .8 .9 with increasing sweep. The change is initially

gradual with increasing sweep, but becomes more

.35 1 , I I

(Opw)ma., 
(psia)

.3

0
.2..

oA o

.15

a Row 12
o RowM
A RowOI
, Row 02

.05 m Row F
XsFig. 17. Rms wall pressure distributions in coni- I I I I

cal coordinates In swept compression corner In- 00 5 10 15 2 25 30 35 40
teractions a) corner sweepback, Ac = 30 deg.,
b) A, = 40 deg., and c) kerosene-lampblack sur- Fig. 18. Maximum rms level near separation in
face traces for Ac = 40 deg. with Instrumenta- Mach 5 swept compression ramp interactions as
tion rows indicated (from Erengii & Dolling, a function of separation line sweepback (from
1992). Erengil & Dolling, 1992).
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Fig. 19. Sample wall pressure signals and corresponding probability density distribu-
tions in unswept and swept comprepsion ramp Interactions (from Erengil & Dolling,
1992).

rapid as sweep increases (> 25 deg.). Power spec- that the separation location from surface flow vi-
tra at the location of the maximum rms for all sualization moves upstream in the intermittent re-
seven sweep angles (Fig. 20) show this trend very gion towards lower and lower values of intermit-
clearly. The range of separation shock frequen- tency. A possible explanation of this phenomenon
cies increases from about 0.3-0.5 kItz for unswept is given in the Appendix.
flow to about 2-7 kHz in highly swept flows. Note
that, for a fixed sweep, the frequency content of
signals in the intermittent region is independent .4 11111T I I IIII III

of position.
Figure 21a shows the normalized length of the .35 - G(Q)*f/ (apw)

2  =

intermittent region, Li/6o, as a horizontal line o 10°
for the unswept and the moderately swept in- A X, = 200

teractions (Ac < 20 deg.). Since highly swept .3 - * X.: = 25°

interactions (Ac > 25 deg.) are quasi-conically X, = 300

symmetric, it is more appropriate to define the 5 _X. = 400 _

intermittent region length in terms of an angu- X X = 50W
lar increment rather than in terms of 6,. Figure
21b shows the angular extent of the intermittent . -

region by a vertical line drawn from AO to A,.
Here, Ao and A, are the sweepback angles of rays
along which the intermittency is about 0.02 and .15
about 0.98, respectively. In this representation,
each line forms a scale ranging from - ;t 0.98 to
7 ; 0.02. The relative position of the separa- .1

tion line from the flow visualization is also indi-
cated on each of these lines by As. The decreas-
ing length of the horizontal lines in Fig. 21a (and f -
the vertical ones in highly swept interactions in f (kHz)
Fig. 21b) shows quite clearly the shrinking of the 0
intermittent region as the interaction is progres- .1 .2 .5 1 2 5 10 20 50

sively swept back. Note, however, that in a given
quasi-conical interaction the length of the inter- Fig. 20. Power spectra at position of maxi-
mittent region grows spanwise. Furthermore, the mum rms near separation in unswept and swept
changing position of the marker (i.e., As) indi- compression ramp interactions (from Dolling &
cating the location of the separation line shows Erengil, 1992).
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SI i i ; ""for fin angles of attack of 10, 12, 16, and 20
deg. The Mach number normal to the shock, M.

(a) 0- which is a measure of interaction strength, var-
C , ied from about 1.37 to 1.82. Measurements were
_ _ = _0°_ - made along a single survey line in the undisturbed
s freestreamn direction. Gibson (1990), Gibson and

-+.,= W0° ,, Dolling (1992), Schmisseur (1992), and Schmis-
As seur and Dolling (1992) made measurements at

-c = 200 Mach 5 for fin angles of attack from 16 to 28
S Li/So deg. M. varied from 2.1 to 3.2. Gibson's work

S I I I •I I was done on a flat plate test surface with a trans-
-.6 -.4 -.2 0 .2 .4 .6 .8 1 [.2 1.4 1.6 ducer layout which took advantage of the quasi-

0 I conical structure of sharp fin flowfields. Trans-
ducers were arranged along rays from the virtual

(b) conical origin. Schmisseur's work was done wider
35 -s, X-,X- (deg.) the same freestream conditions but on the tunnel

floor, in order to take advantage of the improved
spatial resolution associated with a thicker bound-

30 X, (-0.98) ary layer. The only other experiments known to
30-4 'the author are those of Garg and Settles (1993)! at Mach numbers of 3 and 4. The angle of at-

I2 ) Y -0.02) tack range was 10-20 deg. at Mach 3 and 16-20
deg. at Mach 4, resulting in values of MA, from 1.4
to 2.16. Again, to take advantage of the conical

x, I'-f 0.98) symmetry, the transducers were installed along a
20 - circular arc centered at the fin leading edge.

The results of Gibson and Schmisseur show
i5 X0 (y-0.02) that, within engineering accuracy, rms wall pres-

sure distributions (like the mean wall pressure)
?C (deg.) are consistent with the view that quasi-conicity

101 1 - I I is the salient feature of the interaction footprint.
20 25 30 35 40 45 50 55 No other topography describes the results as well.

Fig. 21. Variation of intermittent region length Distribution of the mean (P )/Poo and normal-
and relative location of the separation line with ized rms wall pressures (up/-Pn) as a function of
ramp sweepback angle a) unswept and moder- conical angle P3 shown in Fig. 22 illustrates the
ately swept flow, and b) conically-symmetric collapse. The angle P and subscripts associated
(i.e., highly swept) flow. with separation, etc. are defined in the sketch

above Fig. 22. In this case, the transducer rows
Erengil and Dolling (1992) examined the labeled A, B, and C in Fig. 22 were perpendicular

shock dynamics directly, using shock foot position to the inviscid shock wave and located at differ-
and velocity histories deduced from simultane- ent distances along the shock. The shapes of the
ously sampled wall pressure signals. They found distributions are the same as those obtained by
that the separation shock dynamics, defined in Garg and Settles at lower Mach numbers.
terms of the shock foot history and its statistics, Garg and Settles attempt to explain the fea-
are essentially the same in all swept ramp interac- tures of the mean and rms distributions using de-
tions. The separation shock foot position is nor- tailed flowfield maps developed in earlier work
mally distributed, and the mean shock velocities (Alvi and Settles, 1992). An example of their
are essentially equal. The only difference between measurements and a sketch of the corresponding
flows is in the length of the region iii which the flowfield map are shown in Fig. 23. They point
separation shock moves. Higher shock frequencies out that the local peak in rms near "S" is almost
are therefore a direct result of the decrease in the certainly generated by the translating separation
length scale of the separation shock motion. shock, as in other interactions. Schmisseur's work

at Mach 5 confirms this. Aft of separation, ap/P.
3.2 Glancing Shock Interactions remains almost constant for a considerable angu-

The work of Tran et al. (1985), Tran (1987), lar distance and corresponds to the plateau region
and Tan et al. (1987), was performed at Mach 3 in the mean pressure distribution. This behavior,i



as noted earlier, also occurs in 2-D flows. They
_9 note next that the second rms peak occurs close

to the dip in the mean pressure distribution. The
dip is more noticeable in the Mach 3 and 4 ex-
periments than at Mach 5 and may be a function
of incoming boundary layer thickness, which was
smaller in In Garg and Settles' experiment. At
Mach 3 and 4, this second peak is directly un-
derneath the core of the separation vortex. In
the Mach 5 experiments, this peak is upstream of
the inviscid shock (Fig. 22), whereas at Mach 3
and 4 it is downstream. Garg and Settles suggest
that the trend of the vortex core approaching the

S RoC'28deg' inviscid shock location (as evident in their flow-

12 A Row B 28deg field maps) may continue as interaction strength
* Row A 28 deg increases. Thus, at Mach 5, the vortex core may
0 Row C 24 deg actually lie upstream of the inviscid shock.
* Row A 24 deg

0o RowC20deg The highest absolute fluctuation levels in the
* Row A 20deg glancing shock interaction are at locations closest

9 No: 2to the fin although, in terms of A,,, (Fig. 23), the
S2 Note: 24and 28 degatasareffset normalized levels are only a factor of 2 or 3 larger
Sby 2 units and 4 Uflits tes•r ly - than in the undisturbed boundary layer. In Garg

7 and Settles' work, the highest rms levels nearest
the fin correspond to a sound pressure level of

S6 160 dB. The Mach 5 experiments give similar lev-
, • •_els.

5 es.In Schmisseur's work at angles of attack of 16
4 28 deg., the wall pressure signals near separation

3 were clearly intermittent and qualitatively similar
S 3 to those in unswept flows. Thuis, as noted above,

" 2 the local maximum in the rms near separation is
i Pgenerated by the translating separation shock, as

in other interactions. In the earlier work of Gib-
son and Dolling, intermittency was not evident in

20 30 0 4 50 5S 60 65 ,0 , the pressure signals, and the local flowfield near
Beta (degrees) separation was described as a shuddering com-

4pression rather than a translating shock. This
conclusion now appears to be incorrect. As ex-
plained independently by Schrnisseur and Dolling
(1992) and Garg and Settles (1993), it is probable

- .that this result can be attributed to inadequate
2 spatial resolution.

Power spectra near separation show that for

.2 the same incoming flow conditions the frequency
band of the translating shock is significantly

15- higher than in unswept flow. This is consistent
with the results from swept compression ramp

Note: 24 and 28 deg. flows. At 16-deg. angle of attack, with the separa-
Os are offset .I and .2 tion line swept back 25 deg., Schmisseur observed

nits respectively that the shock frequencies were in the range 4-

0 5 kilz and that they did not increase further with
25 30 35 40 45 53 60 65 70 7 increased sweep. This observation is also con-

Beta (degrees) sistent with results from swept ramp flows. As

Fig. 22. Mean and rms pressure distributions seen in Fig. 20, the increase in shock frequency
In glancing shock interactions at Mach 5 (from occurs rapidly as the flowfield is initially swept
Schmisseur, 1992). back and does not change much beyond 25-30
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3I Fig. 24. Power spectra at maximum rms near

1 -I0.04 separation at Mach 5 and at Mach 3 using 60 as
a scale for reduced frequency (from Schmisseur,2 •----.k 1992).

i -0.02 to lower frequencies occurs. In Schmisseur's work
_1., 0.02 spectra are centered around 15 klhz, compared to

5 kilz in the intermittent region and 20-40 klz inI[deg] the undisturbed boundary layer. Garg and Set-

0o 0.00 ties suggest this shift to lower frequencies is due
20 25 30 35 40 45 50 55 to the fact that "these locations are relatively iso-

lated from the influence of the turbulent separated
shear layer, which wraps around the vortex coreFig. 23. Mean and rms pressure distributions and becomes a part of the reverse flow upstream

in a Mach 4, 20-deg. glancing shock interactk a of these locations." Closest to the fin, where the
(from Garg & Settles, 1993). highest rms levels occur, Garg and Settles show
deg. of sweepback. Appropriate parameters for a further decrease in frequency-in their case, to
scaling power spectra in the intermittent region about 5 ktz. They suggest that this may be due
are not entirely clear. In the studies of Schmis- to the flapping of the slip layer, oberved previ-
seur and Gibson at Mach 5, separation shock fre- ously in flow visualization studies.
quencies were of order 5 kliz and 8-10 kHz, re- Appropriate correlating parameters for the
spectively, whereas in Tran's work at Mach 2 they rms levels associated with the plateau and the
were around 2 kHz. Schmisseur plotted the power maximum near the fin are not clear. The same
spectral densities versus Strouhal number, "S," remark applies to the power spectra. As noted
defined as f 6/Uo, (Fig. 24). At Mach 5, the spec- earlier, (ap),,.. near separation is typically about
tra are centered at a Strouhal number of about 0.4-0.5 (AP)s, but how (AP)s varies with Moo,
0.08-0.10 while, at Mach 3, it is centered around M, or Re is not known in any rigorous fashion.
0.06. Whether this is a Mach number influence or Garg and Settles plot (ap/PoF)C,) near the fin as
physically incorrect scaling parameters, or both, a function of normal Mach number; but this sim-
is not clear. More data over a wider range of con- pie scaling would not appear to be universal, since
ditions are needed to resolve this question. the Mach 5 data of Schmisseur fall far above it.

Under the separated flow, spectra are similar Batcho et al. (1989) report fluctuating wall
to those of an undisturbed boundary layer with in- pressure data in a Mach 3 crossing-shock inter-
creased frequency content at lower levels. Closer action. Both fins were set at angle of attack of
to the fin, under the impinging jet (Fig. 23), a shift either 7 or 11 deg. Measurements were made only



along the centerline of the flowfield. For the 7- about 0.5 0.8.
deg. case, the rms pressure levels are low (1 to 2 The magnitude of (0)0m," near separation de-
percent of Poo) along the survey line, while, at 11 creases spanwise, but not rapidly. For a fin at zero
deg., a peak rms level of about 15-20 percent of anglu of attack at Mach 4, Aso ct al. (1991) re-
Pc• was measured downstream of the shock cross- port that (ap/,w)rn,,, decreases from abou. 0.26
ing point. At this stage, the paucity of data in on centerline to about 0.2 at Y7P = 3, a 20 per-
this type of flowfield make it diffictit to draw any cent reduction. At Mach 3, D)olhng ai:'I B.ogdonoff
general conclusions. (1981) report a 30 percent decrease from 0.18 to

0.12. In absolute terms. the decrease in (ap),m,.,
3.3 Blunt Fins and Cylinders was also about 30 percent. The heat transfer near

lnteractio.s induced by hemicylindrically blunted separation is also intermittent. In tue work of
fins and circular cylinders have much in common. Shifen and Qingquan, the ratio of o'q to qw in the
The boundary layer separates about two to three intermittent region reaches a maximum value of

diameters upstream of the leading edge and rolls about 0.5.

up in a vortical structme which then develops ,-
spanwise and rearward as a horseshoe vortex sys-
tem. The streamwise scale of the flowfield and .>",,M" h II

spanwise flow development depend largely on D ,,

and only weakly on 6, (Dolling and Bogdonoff, 0 .
1982).

The data base is fairly extensive, spanning the 'I

range from transonic (Robertson, (1969, 19701 to ,
Mach 7.8 [Shifen and Qingquan, (1992)]. Other T °
than Dolling and Bogdonoff (1981) at Mach 3,
Aso et al. (1991) at Mach 4, Gonsalez and Dolling I4

(1993) at Mach 5, and Barnhart (1993) at Mach OD

numbers of 2-5, most of the data are on centerline
I upstream of the cylinder or fin. As noted earlier, 0 . .. ..

the work of Barnhart is still in progress and has
not yet been published. Shifen and Qingquan also "• ---- - -

made fluctuating heat transfer measurements on
centerline at Mach numbers of 5 and 7.8. ,

Between the upstream influence line and "S," h°'N1.0•h3

the wall pressure signal is intermittent and op in- /
creases rapidly, with a maximum upstream of "Y'

(Fig. ?5). The distribution shape in the vicinity ,
of "S" is the same as in other interactions and is I ,.
generated by the unsteady separation shock. At I *'

a given Mach number, the magnitude of (p)ma .. .. 00

depends on the ratio of D/16, as shown in Fig. °• R

26. Physically, for small D/6o, the separation ýF,,

shock structure is completely immersed in the 00

nonuniform incoming boundary layer. As D/6o -'10 , ..0 oo ,0

inc-.eases, a larger fraction of the shock foryns in Fig. 25. Mean and rw• pressure distributions
the more uniform external stream. At large D/,6, on centerline upstream of blunt fins at Mach 3
when the shock is predominantly outside of the and Macb 5.
boundary layer, constant conditions prevail.

Measurements made by Brusniak (1991) show A series of seven power spectra on centerline
that a cylinder or fin with the same D gener- in a Mach 5 cylinder interaction on centerline are
ates the same distribution of ap on centerline up- shown in Fig. 27. The data are for a 0.5-inch
stream of the model. Thus the centerline flow is diameter cylinder in a boundary layer approxi-
unaffected by the cylinder wake. Since the length mately 0.25-in. thick and have a frequency res-
of the streamwise region between the upstream olution of 195 llz. These results are typical of
influence line and S scales with D, not 60, the the spectral evolution seen in several studies at
separation shock motion may be a fraction of 6o Mach 3 and Mach 5. At station I in the undis-
or several 6,. In terms of D, LJ/D is typically turbed boundary layer, there is littlc energy at
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low frequencies, as expected. Statioi 2 is at an
intermittency of about 50 percent, and Station 3 0.4 ._- - .
is at, or slightly downstream of, "S." spectra in 03 2. • 2 22
the intermittent region all have the same shape, 0.2 1206,-.v, -- 46

with large energy contributions at 0.2-5 klIz, due 0 - x/') 5 144
to the unsteady separation shock. Such low shock (,) , 6 07S
frequencies are typical. There appears to be rela- -3.0 -2.0 -1.0 o 0 7 0 06

tively little influence of Mach number, cylinder di-
ameter, or incoming boundary layer on the shock . S
frequencies. Shifen and Qingquan, at Mach 5 ani tStatio No.
7.8, report that "most of the separation shock os-
cillation frequencies are below 2.5 klhz."

0.5

0(3
0.5 Oi, M=3

0. .I

0.4 0.4
-- 0

0(.2

07
0.0 (0.0 -

.0.2

0.2 - 0.0 2

0.2 :..0 1 2 3 4 5 6 7 8

Fig. 26. Variation of (np)maz/Po, near separa- 0.0 -

tion for blunt fin interactions at Mach 3.
02

Robertson (1971) correlated power spcctra .
measured at the mean shock location in cylinder- -
induced flows at M = 1.4 and 1.6, and trom 0.0
an unswept compression ramp flow at M 2
by plotting G(f)Uo/q 6o versus f..U.I and 0.2 .
G(f)Uo/qL,.p versus fL•.p/Uo, where L, is
the separated flow length. A better collapse was 0.0
obtained using Lep :han with 6,. However, it
does not appear that these correlating parame- .... . . 11
ters are generally appropriate, as explained be- 0.6 . .
low. Power spectra at Mach 5 for different cylin-der diameters and boundary layer thicknesses are 0.4....i iii ...-- i.i• l !l
shown in Fig. 28. Spectra for cases 2 and 3 cor-

respond to flows in which L.,p is 2.41) in both 0.2
cases; but, due to the differences in D, L, is f .7k'zi i ii~• • .: i<- [kH z] j i

3.05 cm and 4.6 cm, respectively. Since q.. and 00
U,,,, are the same for both flows, iormalization 1 .2 .5 1 2 5 10 20 50 100
using L,, would separate the curves rather than
collapse them. Further, it can be seen in Fig. 28 Fig. 27. Typical power spectra on centerline in
that, for a given incoming boundary layer, a lArger a Mach 5 blunt fin interaction (from Brusniak
diameter cylinder generates lowor shock frequen- & Dolling, 1992).



cies. This suggests that the separation shock fre- ting G(f) . flap2 versus fL,1/U,., where Li is
quencies are also influenced by the downstream the intermittent region length (Fig. 29). Simi-
separated flow, since the incoming conditions are larly, power spectra measured at a given separa-
fixed and only D is altered. More is said about tion line sweepback angle can be collapsed in the
this in Sec. 4. Thus, neither 6,, nor L.,P is appro- same way. This scaling using L, appears to have
priate as a normalizer by itself, since both play a a firm foundation, but the use of Uo should be
role in setting the shock frequency. viewed as tentative, since all of the experiments

were carried out at the same Ut,,. Further, it is
not a very practical formulation since the param-

Rift S. (cm) D(cm) eter Li is not usually known a priori flowever,
O.ss5 OP,

2  
1 1.62 1 91 the results from the parametric study of Gonsalez

, 2 1.62 1 27 and Dolling at Mach 5 show that L,/O .z 0.8 for0 3 .536 1.913 4 .536 1.27 separation line sweepback angles less than about4z .53 1.2^i 30 deg.; between 30 and 60 deg., L,/D increase
linearly to about 1.15D. First-order estimates of

0.2 \ power spectra could probably be obtained using
0Y / -50) these values for Li.

, Is -2 '3/ Returning to Fig. 27, station 4 is at the
/ upstream end of the separated flow and has a

0.1 ' bimodal spectrum. The energy concentration
'i 4 around 30 kliz is caused by the passage of sepa-

0.05 - f kHzl rated, large-scale turbulent structures which orig-
inated in the incoming boundary layer. Station 5,

0under peak 2 in the op distribution (Fig. 25), is'1 0.s - 2 5 10 0 so 100 almost bimodal; but the lower frequency is now
centered around 2 klIz, the shock frequency. Sta-

Fig. 28. Effects of cylinder diameter and bound- tion 6, at peak 3 in the up distribution, has some
ary layer thickness on power spectra at maxi- energy centered around the shock frequencies, but
mum rms near separation in Mach 5 interac- most is around 25 kltz. Finally, at the cylinder
tions (from Dofling & Smith, 1989). base, when the absolute maximum loading levels

occur under the root vortex, the bandwidth is rel-
atively narrow and at high frequency (; 25 kttz).

o.,/ . - In the work of Brusniak at Mach 5, rms levels of
D j/•5-.. 2B up to 260 percent of the local mean wall pressure
D- -314, Q~ 2-5

A 03/U.,ft ,2 2~

D_. /4,- 6.4 U-. 94 were measured at the fin root. These correspond
to the most intense levels known to the author,

04 zo about 184 dB.

Kleifges and Dolling (1993) have measured
S03 mean and rms wall pressure distributions on cen-

terline upstream of blunt fins with leading edges
07 sweptback 8, 18 and 30 deg. in a Mach 5 flow.

This study is still in progress and, thus, only
preliminary results are available. As expected,

0 / upstream influence decreased from about 3.4D
(unswept case) to about 1.2D (30 deg. swept

00 t/V back). The rms levels associated with the trans-
0o001 2 .. 001 2 3, 0. 1 1 1 , lating separation shock decreased by only about

20 percent, while the shock zero-crossing fre-ma- quency increased by about 20 percent. hlowever,
Fig. 29. Correlation of power spectra at max- loading levels at the fin root decreased by about

imum rms near separation using Li as a scale 75 lrcent.

for the reduced frequency (from Consalez & 7p

Dolling, 1993). At this point, it is appropriate to note that a
large variety of separated flow structures can ex-

Gonsalez and Dolling (1993) show that spec- ist, depending on the cylinder geometry and ori-
tra in the intermittent region, generated by differ- entation, and incoming flow parameters such as
ent diameter cylinders, can be collapsed by plot- Reynolds number and Mach number. The quali-
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tative structure can best be understood in terms Buning (1985). As seen in Fig. 30, the second
of vortex systems; these include vortices that form peak decays rapidly and, further spanwise than
in the upstream separated flow, the stretching of X/D = 4, is no longer detectable.
these vortices around the leading edge in a horse-
shoe shape, and, in the case of cylinder flows, the 4 MECHANISM OF UNSTEADINESS
near-wake spiral vortices. This pattern is common
to both laminar and turbulent flows, as well as t There have been relatively few studies focusing
Mach numbers up to the hypersonic range. How on the cause of the unsteadiness of shock-inducedMachnumers p t thehyprsonc rnge.How turbulent separation. One of the first was that
many vortices occur appears to be primarily a o nreul ose and Muc (1987), who an
function of Reynolds number, certain dimension- of Andreopoulos and Muck (1987), who analyzed
less parameters, and flow type [Sedney (1973)]. wall pressure signals measured in Mach 3 corn-
Since these vortices generate large streamwise and pression ramp interactions. They reported that
spanwise pressure gradients, it is obvious they will the mean separation shock period, T,., was in-
play a dominant role in the wall pressure fluctu- dependent of position in the intermittent region
ation behavior. This behavior is likely to be very and independent of the ramp angle. The value
complex. The examples cited above should be of Tm corresponded to a value of fc(= 1/Tm) of
considered in this context. 0.13U,./16, which the authors claimed was the

same order as the estimated bursting frequency
in the incoming boundary layer. They also ar-
gued that, since the measured shock speeds were
the same order as velocity fluctuations in the

B0W flowfield, this "represents further evidence that
pe. 1$SHOCK the turbulence of the incoming boundary layer is

N0RVE largely responsible for the shock motion."
i 4. Although later experiments (see below) have

6 ,shown that turbulence in the incoming boundary
3 layer plays an important role, doubts were origi-

nally raised about the above conclusions. First, if
2. the shock frequency was controlled by turbulent

bursts, then in a given boundary layer it might be
6 anticipated that the shock frequency and stream-

447 . J ' wise length scale of the motion, Ls, would be
__fixed. This is certainly not the case. As noted

F iN (D=1 .27 CM. earlier, for a circular cylinder of diameter, D, the
15 '12. 1o. shock frequency decreases as D increases, and Ls

increases as D increases, all in a given bound-
Fig. 30. Rms pressure contours in a Mach ary layer. Doubts also arose about the validity of
3 blunt fin interaction (from Dolling & Bog- the data analysis procedure used by Andreopou-
donoff, 1981). los and Muck. A one-threshold algorithm was

used to convert the intermittent pressure signals
There are relatively few results from under the into boxcars, which are subsequently analyzed to

separated flow. Those of Dolling and Bogdonoff provide information on shock frequency, period,
at Mach 3, Aso et al. at Mach 4, and Brusniak at etc. One-threshold algorithms are known to over-
Mach 5 all show essentially the same features. As estimate shock frequencies significantly because
seen in Fig. 25, up continues to increase down- of their inability to discriminate consistently be-
stream of "S." It reaches a second peak whose tween shock-induced and turbulent pressure fluc-
magnitude is somewhat smaller than that caused tuations.
by the unsteady separation shock. The peak in Moreover, the later work of Tran (1987) ap-
the intermittent region maintains its position rel- peared to contradict the findings of Andreopou-
ative to the upstream influence line with increas- los and Muck. Tran's work was done in the same
ing distance spanwise; the second peak is swept Mach 3 blowdown facility in the same boundary
back and crosses underneath the inviscid shock layer, but with a 20-deg. compression ramp rather
at X/D = 3 (Fig. 30). On centerline, the sec- than a 24-deg. model. One transducer was placed
ond peak is about one diameter upstream of the on the upstream influence line and the other fur-
fin leading edge, approximately at the upstream ther upstream in the incoming boundary layer.
limit of the embedded supersonic reversed flow re- Tran found little correlation between events de-
gion predicted in a numerical study by Hung and tected on the upstream channel, using the VITA



technique, and the shock-induced pressure pulses gering event (say an upstream sweep) was mapped
on the downstream channel. He concluded that to the same pseudo channel. All remaining chan-
the pressure pulses in the intermittent region were nels had the same position relative to the starting
independent of the large-scale structures in the channel as in the physical layout. The characteris-
upstream boundary layer which are convected tics of the ensembles were further brought out by
into the interaction. 'Tran's conclusions, how- combining ensemble-averages from several runs.
ever, must also be treated with some caution. Results for 3-channel downstream and up-
In his experiment, only a single transducer was stream sweeps are shown in Figs. 31 and 32, re-
placed in the intermittent region, close to its up- spectively. A characteristic wall pressure signa-
stream edge. It is quite possible that the separa- ture (labeled sig) is seen on the channels upstream
tion shock moved upstream and downstream in re- of the shock. Note that the signature appears at
sponse to the incoming turbulence, but remained successively later times for channels closer to the
downstream of the transducer whose output was shock and that the signature is coincident with
being recorded. With hindsight, it might have the shock foot at t = 0. Note also that the
been more appropriate to use the large shock- characteristic signatures on the upstream chan-
induced pressure rise on the downstream chan- nels are different for the different shock motions;
nel as a trigger and ensemble average on the it is a fall-rise-fall sequence for an upstream sweep
upstream channel in the undisturbed boundary and a rise-fall-rise for a downstream sweep. The
layer. The trigger is then a very well-defined and convection velocity, based on tracking the leading
well-understood event peak of the signatures, is 0.75Uo. The peak-to-

This was the approach adopted by Erengil peak amplitude of the pressure signature is about
and Dolling (1991,2) and later refined by Mc- 1.5 percent of the boundary layer mean pres-
Clure (1992). Erengil and Dolling made si- sure. The pulse itself has a duration of about 75-
multaneous fluctuating wall pressure measure- 100 As, corresponding to a length scale of about
ments in the incoming undisturbed boundary 3.2-4.361. McClure also noted that the pressurc
layer and under the unsteady separation shock signatures continued to move downstream after
wave in a Mach 5 compression ramp interaction, passing through the shock; thus, they are gener-
Conditional sampling algorithms and a variable- ated by fairly robust structures. In an extension
window-ensemble-averaging technique were used of McClure's work, Gramann and Dolling (1992)
to investigate the correlation between specific sep- reported that these characteristic pressure signa-
aration shock motions (i.e., upstream or down- tures could be detected as far as 20 boundary layer
stream sweeps, turnarounds) and pressure fluctu- thicknesses upstream of the interaction. Their
ations in the incoming flow. In these exploratory clarity decreased significantly with increasing dis-
experiments, there was uncertainty in the inter- tance, indicative of evolving turbulent structures.
pretation of some of the results, due to an insuf- McClure (1992) and Gramann & Dolling
ficient number of ensembles for certain types of (1992) also examined the relationship between
shock motion. This has since been clarified by pitot pressure fluctuations in the incoming bound-
McClure (1992), as explained below. Neverthe- ary layer and separation shock motion. The pitot
less, to the current author's knowledge, these re- probe tip was located from 0.33 to 1.3 1 6 , above
sults were the first to show a direct correlation be- the wall at 13.361 upstream of the ramp comer.
tween pressure fluctuations in the incoming flow Separation shock motion was again used as a trig-
and separation shock motion. ger for extraction of ensembles. The results (Figs.

McClure's experimental arrangement was the 33 and 34) showed no evidence of a characteristic
same as that of Erengil and Dolling (see the inset pitot signal corresponding to specific shock mo-
of Fig. 31). The primary difference in the anal- tions. However, for Y/61 < 0.98, there is a gen-
ysis procedure was in the selection criterion for eral decrease in pitot pressure for an upstream
ensemble extraction. McClure used shock sweep shock sweep and an increase in pitot pressure for a
length alone, not sweep length and location, as downstream shock motion. Cross-correlations be-
used by Erengil and Dolling. For example, a 3- tween the pitot pressure signal and the wall pres-
channel upstream sweep from channel 6 to chan- sure signal under the unsteady shock showed a
nel 4 provided ensembles which were subsequently weak (but increasing) correlation as the probe tip
averaged with ensembles from upstream sweeps approached the wall. The power spectrum showed
from channels 3 to 1. Phase alignment accounted that an increasing fraction of the overall signal
for differences in transducer locations. This sim- variance was generated by lowr frequencies as
ply involved mapping the ensembles to a set of the wall is approached. At this stage, the rela-
pseudo channels so that the beginning of the trig- tionship between the pitot pressure fluctuations
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Fig. 31. Ensemble-averaged wall pressure histories for a 3-channel downstream sweep
(trigger on channel 7) (from McClure, 1992).

and the shock motion is still somewhat confus- history Xs(t) was generated from nested boxcar
ing. The role that the low-frequency pitot pres- sequences (Fig. 35). Linear interpolation of the
sure fluctuations have on the shock motion is still bin history yields a piecewise smooth function for
under active investigation. Xs(t). An example of Xs(t) over a 10 ms time

Erengil and Dolling (1990, 1991,2) have ex- interval is shown in Fig. 36. The shock veloc-
amined the correlations between the separation ity history is deduced by taking the derivative
shock velocity history and wall pressure fluctu- of Xs(t). The velocity history corresponding to
ations upstream and downstream of the inter- the position history shown in Fig. 36 is shown in
mittent region. Results have been obtained in Fig. 37. The shock foot behavior can best be de-
swept and unswept compression ramp interac- scribed as consisting of a low-frequency motion
tions, sharp fin-induced flows, and in interac- superposed on which is a higher frequency jitter.
tions generated by blunt fins with both swept These two components appear to have two differ-
and unswept leading edges. In each flow, up to ent causes, as outlined below. It should be noted
eight wall pressure transducers were placed un- that the experiments described below are ongo-
der the unsteady separation shock. From analysis ing, and the results have not been presented or
of simultaneously sampled signals, the shock foot published. Pending presentation/publication, the
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Fig. 32. Ensemble-averaged wall pressure histories for a 3-channel upstream sweep
(trigger on channel 7) (from McClure, 1992).

results should be treated as tentative. They are the same time, shock wave unsteadiness causes
reported here to provide up-to-date information fluctuations in the downstream quantities. Unlike
on current ideas/approaches in understanding the the upstream correlations which were the same in
physical mechanisms driving the unsteadiness, all interactions, the downstream correlations are

Cross-correlations of the shock velocity his- qualitatively similar but quantitatively different
tory with wall pressure fluctuations under the in- in different interactions. The correlation persists
coming boundary layer have a well-defined peak for a much longer time than observed in the up-
at negative time. Thus, fluctuations in. ¾Iie incom- stream correlation. The time span of this longer
ing boundary layer precede shock veioiiy fluctu- period correlates well with the characteristic sep-
ations. Furthermore, the same correiation was arated flow frequency of each of the different in-
obtained in all of the different interactions listed teractions (0.5 kliz for the unswept ramp, 4 kliz
above, indicating that the same physical mech- for the swept ramp, etc.). Within this time span
anism occurs in all flows. Cross-correlations of of the correlations, there is in each case a second
the shock velocity history with wall pressure fluc- well-defined negative peak at negative time delay,
tuations downstream of the intermittent region showing that high-frequency wall pressure fluctu-
are more difficult to interpret. This is because ations under the separated flows precede shock
perturbations in the downstream flow may cer- velocity fluctuations.
tainly perturb the upstream shock wave, but, at These cross-correlations and earlier work give
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Fig. 33. Ensemble-averaged pitot pressures in the incoming boundary layer for an up-
stream shock sweep (from McClure, 1992).
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Fig. 34. Ensemble-averaged pitot pressures in the Incoming boundary layer for a down-
stream shock sweep (from McClure, 1992).

rise to a tentative model in which the separa- the small-scale motion of the separation shock
tion shock unsteadiness is attributed both to per- is caused by the high-frequency perturbations in
turbations to the instantaneous ratio of static both upstream and downstream fluctuations in
quantities across the separation shock and by the static quantities (i.e., by the passage of individual
expansion/contraction or pulsation of the sepa- turbulent structures through the shock wave).
rated flow. High-frequency perturbations of the The available data, direct and circumstan-
shock are driven by both upstream and down- tial, suggest that it is the turbulent fluctuations
stream fluctuations; low-frequency perturbations close to the shock which drive the unsteadiness.
only come from the downstream fluctuations. McClure (1992) obtained detailed correlations of
The implication is that the large-scale motion of the flapping motion of the shear layer near reat-
the separation shock is caused by the pulsation tachment with the separation shock motion. He
of the separated region which occurs at differ- used an event-relative-timing-analysis (ERTA) in
ent frequencies for different interactions, whereas which histograms are constructed of the time-
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Fig. 37. Shock velocity history corresponding to the position history of Fig. 36.
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delay between events near separation and the flap- suppression of separation, and most have dealt
ping of the shear layer. No evidence was found only with the mean flowfield. The large majority
of any feedback from the reattachment region to of these efforts has involved mass transfer at the
the separation shock. Further, recalling Sec. 2.1, wall (injection or suction), with the objective of
Chapman et al. noted that, if transition occurred minimizing the extent of separation. Settles and
between separation and reattachment, the shock Dolling (1990), Hamed and Shang (1989), and
did not become unsteady until transition moved Viswanath (1988) give overviews of the work in
close to separation. Thus, fluctuations in the swept flows and other interactions relevant to su-
vicinity of reattachment appear to have little ef- personic inlet design. To the author's knowledge,
fect on the separation shock. there have been few studies of pasive control of

Brusniak and Dolling (1991, 1992) have also supersonic/hypersonic flows. One of the earliest is
been addressing the question of the mechanism probably that of Cooper and Korkegi (1975), who
and have focused on interactions generated by found that attempting "to reduce the size of the
circular cylinders and blunt fins. In addition to separated flow by channeling higher pressure air
cross-correlations and ensemble-averaging meth- from behind the separated region to the bound-
ods, a technique called RSED (Random Signal ary layer in front of the region is ineffective." The
Event Detection) has been used in conjunction work of Glotov and Korontsvit (1983) and Good-
with the ERTA method described earlier. The man et al. (1985) are two more recent examples.
RSED technique employs two wall transducers Glotov and Korontsvit reduced the separated flow
separated streamwise in the incoming boundary scale of a cylinder-induced interaction by placing
layer to detect events in the incoming flow which a vertical "needle" in the separation. Goodman
are convected into the interaction. The ERTA et al. examined the effect of an embedded plate
technique is then used to generate a histogram of placed parallel to the wall in the outer portion of
the timing relationship between these events and the boundary layer in an incident shock interac-
specific separation shock motions further down- tion. If positioned to reflect the impinging shock
stream. Alternatively, the two transducers can wave flow, separation could be eliminated over a
be placed under the separated flow to detect the wide parameter range.
passage upstream of specific pressure fluctuations Passive techniques have been more widely
and then examine the timing relation between studied in transonic flow. Raghunathan (1988)
them and the shock wave motion. This work is provides a detailed review of recent work. There
ongoing and has not yet been presented or pub- have been few studies focusing directly on control
lished. Results to date have provided independent of fluctuating loads, and this is a fruitful area for
confirmation that the shock foot responds to pres- future research. The only studies known to the
sure fluctuations under the incoming flow which author are those of Selig (1988), Selig and Smits
convect into the interaction. It has also been (1991), and McClure (1992).
shown that the separation shock motion is influ-enced by pressure variations under the separated Selig and Smits applied periodic blowing to
flwcand that pressurevenatis under the separated fthe boundary layer surface at various locationsflow and that events under the separated flow pre-

cede the shock motion. Moreover, the incoming within the separated flow generated by a 24-deg.

turbulent structures apparently affect the shock compression ramp at Mach 3. Blowing was ap-

motion twice--first, when they pass through the plied through a full span slot at a rate of either 2.5

separation shock and, second, after they recircu- percent or 9 percent of the freestream mass flux
late upstream from the fin root. The latter ob- at frequencies up to 5 kHz. Wall pressure and

servation suggests that if the recirculation pro- mass flux fluctuation measurements were made;

cess could be altered, perhaps by fin leading edge stroboscopic schlieren videography was used to

geometry changes, then it might prove possible observe the unsteady flowfield. As the slot was

to influence the shock motion. Some exploratory moved closer to the shock foot, the shock mo-

experiments along this line have been performed tion could be locked in to the blowing frequency
by Kleifges and Dolling (1992) and are dis sed and completely controlled by the periodic blow-briefly in the following section. ing. Note, however, that the mean shock loca-tion was shifted upstream (i.e., extent of separa-

5 CONTROL OF UNSTEADINESS tion increased). The rms levels in the vicinity of
the shock did not change appreciably, nor did it

For obvious, practical reasons, there has been a appear (based on the rms distributions shown in
significant number of experimental and compu- Fig. 8 of Selig & Smits) that the length scale of
tational studies focusing on interaction manage- the shock motion changed. Both of these findings
ment and control. Most of these have focused on are consistent with the remark made earlier about



Sthe relationship between rims levels and separated low-profile vortex generators and a passive cavity
flow scale. on the interaction generated by a normal shock

Based on cross-correlations and the fact that wave in an axisymmetric tunnel at Mach num-
the shock motion could be controlled in this man- bers of 1.56-1.65. A large separation bubble was
ner, Selig and Smits concluded that "it seems generated. The vortex generators produced sig-
probable that the unsteadiness of the shock for the nificant suppression of separation, reducing the
24-deg. compression corner is partially driven by overall interaction length from about 57 to 23U4.
large-scale fluctuations in the separated region." No fluctuating loads data were obtained, but, if
This is entirely consistent with the model pro- significantly reduced separated flow length scales
posed in the previous section. can be obtained, then the loading levels near sep-

McClure (1992) and McClure & Dolling (1991, aration can probably be reduced. However, it
1992) investigated the effects of suction at reat- is possible that, with steeper pressure gradients
tachment and effects of boundary layer manip- near reattachrment, the loading levels there may
ulators (BLM) placed in the incoming bound- increase.
ary layer on the separation shock dynamics in
a Mach 5 compression ramp interaction. In this 6 IMPLICATIONS OF
case, the BLM's were plates 1.56, long, with sharp UNSTEADINESS FOR C F D
leading and trailing edges (beveled at 15 deg. for Accurate predictions of the effects of shock wave
one plate and 35 deg. for the other) mounted par- turbulent boundary layer interactions are of par-
allel to the test surface and 0.76z above it. The ticular importance in the design of supersonic and
BLM trailing edge was 3 .26 1 upstream of the ramp hypersonic vehicles. With increased reliance on
corner. To examine whether or not the near wall computation, it is critical that the predictions
structure of the boundary layer influenced the are accurate. Thus, it is imperative that such
shock dynamics, McClure also investigated the ef- codes be validated and calibrated and deficiencies
fects of triangular riblets with a spacing s+ and be identified and rectified. For an overview on
height h+, both equal to 15 wall units. In brief, progress in this area, the reader is referred to the
the riblets had no measurable effect on the sep- January and February 1992 editions of Aerospace
aration shock dynamics. The BLMs reduced the America (a publication of the American Insti-
length of separation (defined as the distance from tute of Aeronautics and Astronautics) which were
the ramp corner to the downstream limit of the largely devoted to "a perspective on aerospace
separation shock motion) by 33-45 percent and computational fluid dynamics." Articles authored
reduced the streamwise extent of the separation by both practitioners and program managers dis-
shock motion by 36-74 percent. The physical cussed the military, industrial, and academic per-
cause is not entirely clear and could be due to spectives of CFD, not only in terms of the techni-
the inviscid preturning of the flow by the BLM cal challenges, but also in terms of the economic
(hence weakening the interaction) and not due to and political issues. The objective of the current
changes in boundary layer structure. Further in- few remarks can probably best be introduced by
vestigation is needed to clarify this issue. extracting a few sentences from one of these re-

Donovan (1992) has studied the effects of tan- cent articles. The author is Professor A. Jameson
gential mass injection on a nominally 2-D incident of Princeton University, New Jersey, who writes:
shock wave/turbulent boundary layer interaction. "Code validation is increasingly being recognized
The Mach number was 3.4. The injection jet was as being vital to raising confidence in CFD use.
one third of the height of the upstream boundary In considering this requirement, it is important
layer and was operated to provide ideal expan- to distinguish between the correctness of the pro-
sion to Mach 3.4 at the exit. The wedge angles gram and the suitability of the math model to
were 5 deg., 8 deg. (incipient separation), 10 deg., the application. Simply comparing experimental
and 12 deg. A video-schlieren system provided data with numerical results provides no way to dis-
a qualitative record of the unsteadiness. Without tinguish the source of the discrepancies, whether
injection, there was significant unsteadiness of the they are due to faulty numerical approximation or
compression system at 10 and 12 deg. Not only programming, or to deviations between the math
was there a significant reduction (by factors of model and the true physics." (text italicized by
4.7 and 5.5 at 10 deg. and 12 deg., respectively) current author) The difficulty of determining the
in separation bubble length with injection, but deviation between the "math model and the true
"no fluctuations in any of the compression system physics" is the focus of this section. It is suggested
were detected." that a "fundamental deviation between the math

McCormick (1992) has examined the effects of model and the true physics," namely the global
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unsteadiness of the experimental flowfield, which (I) Mod A - a correction to the c equation to ac-
is not modelled numerically, may be a major con- count for the effect of rapid compression on tile
tributor to the discrepancies between computa- turbulent length scale; (ii) Mod B - corrections

tion and experiment, to both the k and c equations to model the addi-
tional terms which appear after mass-averaging;

6.1 Comparisons of Computation with and (iii) Mod C - a correction to the turbulent
Experiment-Surface Properties stress terms for the density fluctuations. Details

of each correction and its implementation can be
Figure 38 shows comparisons of the normalized found in Ilorstman (1987).
wall pressure from computations and experiment Before commenting on Fig. 38, one further
for turbulent flow over a 34-deg. compression set of comparisons is shown in Fig. 39. This
ramp at Mach 9.22. The data are those of Cole- figure shows comparisons of the same numerical
man (1973) and Coleman and Stollery (1972), and approaches with the Mach 11.3 data of Ilolden
the computations were made by Hlorstman (1987) (1984). Ith the Mn1 1 d ata by
using the k-e, Cebeci-Smith, and Baldwin-Lomax n this cai tle llowfield is generated by
turbulence models. The computations employ an incident shock wate a generated by a wedge. In
the time-dependent, mass-weighted, Reynolds- both the Mach 9 and sim experiments, the wall
averaged, Navier-Stokes equations for 2-D flow temperature ratios are similar (Tum/To 0.28 and
and are solved using the MacCormack explicit- 0.19, respectively) and the Reynolds numbers dif-
imp';cit, second order predictor-corrector, finite fer only by a factor of two. In both cases, it can
volume method. The purpose of Ilorstman's be seen that the major discrepancies occur up-
study was to assess how well these turbulne stream of the ramp corner. In Fig. 38 the Cebeci-
models, which have been widely used in transonic Smith model predicts the wall pressure distribu-

and supersonic flows, fare in hypersonic flows. It tion quite well. The k-c model underpredicts the

was not assumed a priori that they were suitable upstream influence, whereas with Mods A, B, and
for hypersonic flow. Indeed, as indicated on the C it is overpredicted. In contrast, at Mach 11
figure, modifications were made to the k-E model (Fig. 39) the Cebeci-Smith (and k-s) models are
to include hypersonic effects. The modifications, now the worst, and the k-s with Mod C does the
indicated in the legend of Fig. 38, are as follows: best. In fact, none of these predictions can be

100o
100

0O

4

4

10 -1

0 M-1

M_ -9.22 o0000 0  
11.33L .34* 

ae = 15,
4 0 EXPERIMENT C. 4 ..- 0 EXPERIMENT

Of0/ COMPUTATIONS /,•/ , COMPUTATIONSI k-e/ / - k.f
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Fig. 38. Normalized wall pressure distributions Fig. 39. Normalized wall pressure distribu-
in a compression ramp flow [Moo = 9.22, a = 34 tlons in incident shock wave interaction (MOO
deg., data of Coleman (1973) and Coleman and - 11.33, 0 = 15 deg., data of Holden (1984)].
Stollery (1972)]. Figure from Horstman (1987). Figure from Horstman (1987).



considered satisfactory upstream of the corner for 0 EXPERIMENT
the Mach II flow. COMPUTATIONS

Horstman (1987) states, "Two features of - k-e
shock wave boundary layer interaction flows -4 k-e (MODA)

which are probably of most interest to the de- .... k-e (MOO B)
signer are the maximum heat transfer near reat- --- .. k- (MOO C) .

tachment and the length of the separation zone." . C BALDWIN- / /
Comparisons of the measured and predicted val- -3 LOMAX

ues of (q,,,/qo) and the separation locations are //
shown in Figs. 40 and 41, respectively, for the " / 6
Mach 9.22 compression ramp experiment. Note I--/. /
that the vertical axis in Fig. 40 is logarithmic. / /
The k-c model and modifications do not even pre- -J -2
dict the right trend of (qm./qo,) with a. The 2
algebraic models predict the trend with a bet- / //
ter but underpredict the separated cases (a > 304
deg.). Figure 41 shows that the trends for the -
separation location are generally correct for all
models, but only the Cebeci-Smith model pre- "
dicts the values quantitatively. That the latter 0
result is probably fortuitous is evident in Fig. 42,
which shows similar comparisons at Mach 11. In
this case, the Cebeci-Smith model is the worst. 25 30 35 40

It is not just the maximum heating rate in the
compression ramp interaction that is inadequately Fig. 41. Mach 9.22 compression ramp inter-
captured by any of the codes. The shape of the action: comparison of computed and exper-
heat transfer rate throughout the interaction is imental separation locations [from Horstman
also poorly predicted. The same remark applies (1987)].
to the heat transfer rate distribution in the inci-
dent shock wave experiment of Holden. Horstman also points out that: "Experi-

menters have observed large unsteadiness for sep-
1t00 -arated supersonic shock wave turbulent bound-

ary layer interaction flows. There is no reason
to doubt that unsteadiness is also present for the
hypersonic t0st flows considered here. These un-
steady effects can at times dominate the flow-

e 0field." He also pointed out that "the computa-- _tions show no sign of unsteadiness. There is also
-- - - no apparent mechanism in the present day eddy

L j/.viscosity models for the observed unsteadiness.
U" This may be an important factor that contributes

10 to the discrepancies between the predicted and
measured results."

0 EXPERIMENT The present author believes that the unsteadi-
COMPUTATIONS ness is indeed an important factor that con-
k-f tributes to the discrepancies between experiment' k--e (MOD A?
k-f (MOD A) and CFD, and that flowflelds of this type cannot

-.... k-e (MOD C) be understood in terms of mean measurements
-.... CEBECI-SMITH alone. Without understanding the dynamics of

SBALDWIN-LOMAX these flowfields, comparisons of mean surface and
__ _ ,_ _ _,, flowfleld measurements with computations can

10 20 30 40 lead to very misleading conclusions about a given
a, deg algorithm or turbulence model. These statements

Fig. 40. Mach 9.22 compression ramp inter- are based on what is known of the unsteadiness
action: comparison of computed and exper- of similar interactions at lower Mach numbers and
Imental maximum heat transfer rates [from which has been reported in earlier sections of this
Horstman (1987)). paper.
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pressure distributions for this flow are shown in 4S --- MANOUREnd SHIH

Fig. 43. '-imilar to the hypersonic results of Figs. MA I~ SOU I an t IHIxG
38 and 39, the major discrepancies are upstream 2 3 -2 -1 0 1 2 3 4

of the corner. Figure 43a shows those calculated p

by Viegat and Horstman (1979) using turbulence .
models available in 1979; Fig. A3b shows these 4........

calculated by Viegas et al. (1985) using the k- Ie model and employing both wall functions and CI .-

integration to the wall (The experimental data 6
of Dolling and Murphy (1983) are also shown in 0
Fig. 43b. These data are time-averages of fluc- 2

tuating wall pressure signals rather than single XPERIMENT

value mean measurements from scani-valves, as MULTISCALE
obtained by Settles.); Fig. 43c shows the results of k-w MODEL
Champney (1989), using more recent turbulence I
models; while Fig. 43d shows the most recent 0 3 - , 0 1 2 3 4

computations by Wilcox (1990), using his new
"multi-scale" model and the k-w model. Champ- Fig. 43. Measured and computed wall pressure
ney's work includes calculations made using the distributions in a 24-deg., Mach 3 compres-
turbulence model of Mansour and Shih, which sion ramp interaction: a) Viegas and Horstman
was derived from direct simulation data for a (1979); b) Viegas, Rubesin and Horstman
channel flow and applied for the first time to a (1985); c) Champney (1989); d) Wilcox (1990).



sures PEIA from the separation shock foot to the
comer in a Mach 5 compression ramp interaction.••_z -- / •. . /•-s'•k/These distributions were generated by "freezing"

a N 0111 W367 N9Do the shock at various positions in the intermittent

___ 2 ,,_• 5 6 7 9 1,0,, region and are plotted vs. X/6o in Fig. 44. In

2.0 1 1 the schematic at the top of the figure, filled niark-
ers shown an example of four simultaneously sam-

"PEiA(t=O) (psia) pied transducer positions. (The "crossed" mark-
1.ers indicate the other positions at which ensemble-l~s -'S' - averaged pressures were obtained.) The symbol

1.6 - n represents tho position of the shock in the in-
6- o ,=3 termittent region, and i is used to indicate the
* n--4 Y uistance from the foot of the separr Lion shock to

1.4 - U / the position of interest. The solid line in the Fig.
n=7 44 is the mean pressure distribution. Each one

1-24 4'~~T i of the dashed-fine curves was generated by freez-
2.2 - ing the shock at a given position in the intermit-

tent region as it moved upstream and ensemble-
1.0 -/averaging on each of the downstream channels.

' /i / / f]/ I Three features are evident. First, [REIA

- ,~ 1 - it. the separated flow within about 160 up-
stream of the ramp corner is relatively insen-

. .... sitive to the shock position in the intermit-
0.6 2 "s A 4 tent region. Second, for the "shock-upstreamn"

.3.5 -3.0 -2.5 -2-0 .1.5 .. 0 -0.5 0o0 case, the ensemble-averaged pressure distribu-
" g 4tion has a well-defined plateau region, consistent
Fig. 44. Ensemble-averaged wall pressures up- with a large-scale separated flow. As the shock
stream of the corner in a 28-dog., Mach 5 corn- moves toward its most downstream position, the
preDsion (1991,1E. ensemble-averaged pressure distribution progres-
S Dolling (1991,1)]. sively changes, finally resembling that typical of

compressible flow by Champney. The computa- a small-scale separated flow. The data presented
tions share certain common features-a generally are for upstream motion of the seýparation shock;
steeper pressure gradient up through separation similar results were obtained for downstream mo-
to the corner and a higher "plateau" level up- tion as well.
stream of the corner than in the experiment. The These results show clearly how the time-
k-w model of Fig. 43d is an exception to the lat- averaged results are generated. As noted earlier,
ter and predicts the plateau pressure fairly well, it is the occasional presence of the unsteady shock
but the upstream influence is substantially un- at the upstream influence line (U1) which first in-
derpredicted. Of all the computations, Wilcox's creases the mean wall pressure above the undis-
"multi-scale" model is superior; both upstream turbed value. Most of the time the pressure at U1
influence and plateau pressure levels are predicted is within the undisturbed range typical of the in-
quite well. The multi-scale model employs a phys- coming boundary layer. The mean pressure rises
ically more realistic description of the Reynolds downstream of Ul because the translating shock
stress tensor which is probably partly responsible spends an increasing amount of time upstream of
for the overall improved comparison with the ex- stations nearer the separation line. What is, in an
periment. However, neither the multi-scale model instantaneous snapshot, an abrupt pressure rise
nor any of the other methods model the low fre- across the separation shock, is smeared out from
quency unsteadiness of the separated flowfield. In UI to S in the time-averaged picture by the shock
this sense, as will be discussed later, the match- motion.
ing of the upstream influence by the multi-scale Modeling the flowfield with a stationary sera-
model can only be considered as fortuitous. ration shock cannot simultaneously generate Lhe

correct upstream influence (as usually definod)
6.2 Implications of Unsteadiness for Corn- and the correct time-averaged wall pressure. Even

putation of Surface Properties if the upstream influence matches the experiment

It was stated earlier (Sec. 2.2) that Erengil (as it does in several of the computations in Fig.
and Dolling obtained ensemble-averaged pres- 43), the pressure distribution is generally incor-



rect. This is because the stationary shock model
essentially produces an instantaneous snapshot of ,,,°
the flowfleld (i.e., one of the "shock frozen" dis- , 1 ,.--,- .

tributions of Fig. 44). In the case just cited,S.04the separation shock is close to the experimental 1, 2

upstream influence line. In the experiment, the
mean pressure at any given point is the weighted [° -. LTISCAE

average of a series of instantaneous flowfields, each S°TTLES j
for the separation shock at a different stream-
wise position. This is evident from Fig. 44, which ["/ "
showed ensemble-averaged streamwise pressures, 4

PE/A, from the shock foot to the ramp comer, - /
generated by "freezing" the separation shock at .
various positions in the intermittent region. Mean < •-Li ...-
surface properties in an unsteady flowfield can- 2 4 6610-20246 0 2.0.2 4 S...c

not be reproduced by a model in which the shock ./- 0/0""

(even if successfully modeled as a discontinuity) 1' m ' ..
is stationary. The only way in which both the . o .

correct upstream influence and pressure distribu-.1
tion can be generated is to include the translating '.o
shock front in the modeling. Time-averaging the
computed wall pressures over many time steps (as '

is actually done in either digital or analog fashion ., .
in the experiment, should substantially improve
the comparison with experiment, irrespective of .1

the turbulence model.

6.3 Comparison of Computation with ° 0 2 ..... J ............... 0
Experiment-Velocity Profiles ./U U/U. U.

Wilcox also shows comparisons of the mean %.
locity profiles in the Mach 3, 24-deg. compres- Fig. 45. Meatured and computed mean velocity
sion ramp interaction, with predictions from the profiles downstream of the corner in a 24-deg.,
k-w and multi-scale turbulen-e models. Exam- Mfach 3 cetmpression ramp Interaction [from
pies are shown in Fig. 45. Downstream o" the Wilcox (1990)].
corner (,1/6o = 0.44 to 6.V1 ), the experir-"ntal
data are much fuller than the computations be- (ii) a pitot probe with a single Kulite Model XCQ-
low y/6 of about 0.4. Wilcox also computed the 062-IOOA miniature prpssure transducer project-
outgoing mean velocity profiles for Brown's ex- ing upstream of the tip. The frequency response
periment (1986) of Mach 2.85 flow into a 30-deg. of the Kuii.e probe was about 50 kllz.
axisymmetric compression corner. These results Results from the mean and fluctuating pitot
are shown in Fig. 46. Again, below i,/6o of about surveys at four stations downstream of the corner
0.4, the measured profiles are much fuller than the are shown in Fig. 47 for the baseline and suc-
computed profiles. tion cases. Note that z is measured perpendic-

It was mentioned earlier that McClure and ular to the ramp face. The solid lines are the
Dolling have examir-' how the outgoing mean mean profiles from the conventional probe. The
pitot pressure prof. are actually generated in dashed lines are "frozen" pitot profiles. "Frozen"
a Mach 5, 28-deg. compression ramp interaction, profiles were obtained by averagir..< pitot pressure
Three cases were studied: (i) ramp with suction values only 'or the condition when the upstream
applied along a 6mm-long slot spanning the ramp separation shock was located between two spec-
near the reattachment; (ii) ramp with suction ified surface transducers. The interrnittencies of
slot exposed to the flow but without suction ap- the surface transducer pair used are indicated in
plied; (iii) baseline case (i.e., no slot or suction). the figure keys. The two positio-s correspond to
Measurements were nade using (i) a conventional the separation shock far "upstream" and "down-
pitot probe with a flattened tip (0.64 mm x 2.1 stream." Also indicat' I is the mean value from
mm) with about 50 cm of pressure tubing between the fluctuating timeasurements.
the probe tip and the pressure transducer, and Comparison of the mean pitot pressure values



ing signal. Examination of the probability den-
1 4* sity distributions (pdd's) for the fluctuating pitot

S .. 2,50 -signals indicated that, close to the ramp surface
00 2.0 " .* :(< 0.66,,), the pdd's had positive skewness and, in

some cases, exhibited a bimodal shape with very
1 0 -- JLTISCALB large separation between peak values (• 32 psi).

e "'"" Under conditions where the probability density
values of these peaks were sufficiently different,

6 the conventional pitot reading was higher than the
mean of the fluctuations. Fig. 48 shows this effect
for the data set with the largest disagreement,: . the suction survey at Z/bo ý-_ 1.45. The accom-

panying probability distributions for the fluctuat-
° 2 2..... . ....... 0 ... ... 8 ý0 ing pitot pressure clearly show that the conven-

S,6,0 ./.. U/u. o/•.. tional pitot probe measurement is biased toward
, 4 ,I ... . the higher mode in the fluctuating pitot pressure

,2 o 0- 2.00 , data for Z/60 < 0.43. This behavior reverses,
though, for Z/6o = 0.58, where the probabilityS~density of the lower mode is six times greater than
that of the higher mode. The 50 cm of tubing

S.8 between the orifice and pressure transducer for
• , ,;the conventional pitot probe behaves as a pres-

sure sensitive filter with an output dependent on

4 ,the nature of the fluctuations (i.e., frequency and
amplitude content).

.° In the experiments used for comparison with
8 computation shown earlier, the pitot profiles from

..... 0 .2 ..4.8.1.0 -.2 2 . ..... 1.0.2 0 .... ....., o which mean velocity profiles were calculated were
.,.. .. /,.. ..- obtained using conventional probes. It is almost

certain that these profiles are fuller than would

Fig. 46. Measured and computed mean veloc-
ity profiles downstream of the corner in a 30- o EXPERIMENT. SETTLES

deg., Mach 2.85 axisymmetric ramp flow [from WALL FUNCTiONS

Wilcox (1990). - ------- INTEGRATION TO WALL
2.040 cm 4.130 cm 7.820 cm 11.430 cm

4.5 DOWREss"

obtained from the conventional pitot probe with 4.0 FT

mean values from the fluctuating pitot pressure
signal shows differences at each station. The dif- 3.s co.,fsso
ferences have three possible causes. First, slight
shifts in survey position show up as differences in 3.0o
pitot pressure. These differences should vary from 2 oA,
ramp station to station but would be consistent A2.5 o

I o
for a given station. It is estimated that stream- 2.0 -- o
wise probe placement for a given ramp position ,
varied by less than 0.066 between conventional 1.5
and fluctuating runs, and so should contribute 1.0
only very slightly to Pt discrepancies. This pos-
sibility can therefore be disregarded. Second, the 0.5
diameter of the fluctuating probe "tip" was 2.5 0
times greater than the conventional probe height, -. 2 .2 .6 1. .2 .6 1.-.2 .2 .6 1.-.2 .2 .6 1.

which would tend to integrate Pt over a larger u/U. u/U, u/U, u/U,
distance and hence contribute to differences, par-
ticularly in regions of large gradients. It is prob- Fig. 47. Measured and computed mean velocity
able that this integration has some effect. The profiles downstream of the corner in a 20-deg.,
third cause, which is almost certainly the ma- Mach 2.8 compression corner interaction [from
jor contributor, is the skewness of the fluctuat- Viegas, Rubesin and Horstman (1985)].
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Fig. 48. Results from mean and fluctuating pitot surveys downstream of the corner in a
28-deg., Mach 5 compression ramp interaction: a) baseline; b) ramp with suction [from
McClure & Dolling (1991)].

be obtained by time-averaging the corresponding 7 FUTURE WORK
fluctuating pitot pressure signals. If the mean
velocity profile was computed using the mean of Some suggestions as to the direction of fu-
the fluctuating signal rather than the single time- ture work are given below. The list is by no
averaged value from the conventional probe, the means exhaustive and focuses on control of un-
profiles would be much less full near the wall and steadiness, the development of better correla-
would probably agree better with the computa- tion/prediction schemes, additional experiments
tions. to confirm/discover causes of unsteadiness, and

some remarks on the computation of unsteady

6.4 Concluding Remarks flows.

It is clear that the measured mean surface and (i) Control of flowfield unsteadiness, particu-
flowfield properties are controlled by the flowfield larly unsteady shocks with their attendant
unsteadiness. The discrepancies between the pre- large amplitude loads, is a goal with signif-
dicted and measured properties are almost cer- icant practical returns. In the near term,
tainly not just due to inadequate turbulence mod- however, a more realistic objective might be
eling, but also due to neglect of the unsteadiness to develop methods to influence unsteadi-
in the modeling. Without modeling the unsteadi- ness favorably. Favorably implies reducing
ness, it is unlikely that the codes can reproduce peak loading levels, reducing the surface
correct mean property distributions. For flows of area exposed to high loads (i.e., reduce the
this type, it is felt that equal emphasis should be length scale of shock motion), and develop-
placed on developing methods capable of model- ing means to shift shock frequencies out of
ing the unsteadiness as is placed on turbulence one range and into another. Evidence exists
modeling, that frequency shifts can be achieved using

I
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active means, but these are likely to be corn- an unsteady fiowfield whose time-averaged

plex, expensive, and bulky. Attention should surface properties matched experiment and
initially be focused on passive means. from which approximate estimates of fluctu-

(ii) There now exists, in the literature, a fairly ating load levels could be deduced? The au-
lahrge volumeno f fluctutinge loaatur a foiry thor feels that, with the availability of paral-
large voluie of fluctuating loads data for lel computers, this is a field ripe for exploita-several different geometries. The range of tion by the CFD community.
flow conditions is fairly narrow but is proba-
bly sufficient to begin the development of en- 8 ACKNOWLEDGMENTS
gineering correlation and prediction schemes
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ther, computational fluid dynamics is able, Z/5.

in many cases, to predict mean wall pres- nM wd,&uý of nucastingP, 3- "-.
sures accurately. Such an effort might also 25 ow f.k in prob.bility 2 -

identify those flow regimes in which more dmtydnol o
data are required. * High p•.k in p~obabiby
d t dcrLity distribution 0

(iii) Additional experiments are needed to con- 0 20 40 60

firm the physical mechanisms described in .5

this paper and to examine their validity. An
optimn approach might ombine full flow-.3

field visualization with quantitative mea- ]

surements in the incoming and perturbed .5

flows. As an example, specific large-scale 0.20t40060

turbulent structures entering the flow could -- i-i 0 20 40 60
be detected 5-106, upstream of the interac- .75 -•b6 .
tion using an array of hot wires and, after an
appropriate delay, dual or multi-pulse flow- .4 ,
field images obtained to show the response 0of the shock/interaction to the passage of .

the structure. Such experiments would show .5

directly and visually what must now be de- 0

duced from conditional sampling techniques.." 0

(i)New efforts should be directed toward de-
veloping computational methods for mod- , ,* '

eling unsteady flowfields. Real time, fully -2 , 1
3-D, turbulent Navier-Stokes computations
on a routine basis for engineering prediction *'
are still in the distant future. A relevant 20 0 40 60

question is whether simpler approaches can) Pilo tP,, Ws)
be developed which model the essential fea- o0 0 0 2 ' 0 3 4

tures of the unsteadiness. Can methods be 0 20 30 40 50 60 70 50

developed which employ unsteady boundary Fig. 49. Comparison of mean values from fluc-
conditions whose details are obtained from tuating and conventional mean pitot surveys
experiment? Would such an approach yield [from McClure 8z Dolling (1991)1.
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different positions in the intermittent region up.
stream of a circular cylinder. The Mach number
was 5. Blocks of data corresponding to flow down-
stream of the instantaneous shock wave were ex-
tracted and cross-correlated. Cross-correlations
at all of the stations in the intermittent region
were essentially the same as those measured down-
stream of 'Stm where the flow is always sepa-
rated. Maxima in the cros-correlation coeffi-
cient at both positive and negative time delays
occurred at the same time, no matter where the
transducer pair was located in the intermittent re-
gion. The results show that separation occurs at,
or just downstream of, the instantaneous shock
position and undergoes the same large-scale, low-
frequency motion as the separation shock wave.
Similar results have been obtained in a Mach 5
compression ramp flow. Thus the separation line
indicated by surface tracers is actually the down-
stream boundary of a region of intermittent sep-
aration.

A plausible physical explanation for the lat-
ter is summarized below. If the shock motion
over a point is modeled as a step function, then
the instantaneous wall shear stress at that point
has two possible values. One is the value cor-
responding to flow upstream of the shock wave
(i.e., incoming boundary layer) which is large and
positive, and the other corresponds to backflow
and is considerably smaller and negative. Hence,
even if there is backflow for a large fraction of the
time (i.e., at high intermittency), the mean shear
stress will still be positive. The surface tracer ma-
terial, which has almost zero frequency reponse,
will therefore move downstream. On this basis,
the station at which the mean wall shear stress
becomes zero and the tracer material accumulates
will have a very high value of intermittency.

In swept compression ramp flows, experiments
at Mach 5 show that the separation line moves
upstream in the intermittent region with increas-
ing sweepback (Erengil & Dolling, 1992). For a
corner-line sweepback of 50 deg., the separation
line is approximately in the middle of the inter-
mittent reigon. This result lends some support
to the physical explanation advanced above. In
swept interactions, the upstream component of
the wall shear stress is appreciably larger than
in the unswept case with its subsonic recirculat-
ing flow. Hence, the relative position in the in-
termittent region where the time-averaged wall
shear stress becomes zero changes. As a result,
the line of coalescence of surface streaklines shifts
progressively upstream in the intermittent region
with increasing sweep.



CONTRIBUTION OF LASER DOPPLER VELOCIMETRY TO THE
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SUMMARY A real validation of numerical models must rely not only

With the advent of Laser Doppler Velocimetry in the 70s on confrontations between measured and computed wall

it has become possible to investigate high speeti com- quantities (pressure, skin-friction, heat-transfer in hyper-

plex flows containing shock waves, separated regions and sonic flows) but also on field properties interesting both

strong turbulent fluctuations. This powerful the mean and the turbulent fields. Classical measure-

lowed an unprecedented physical description of the fl ment techniques, based on multi-hole pressure probes or
fields resulting from shock wave/boundary layer interac- temperature probes, can provide very useful results and,tion, both in two- and three-dimensdonal flows. It is re- for this reason, must not be despised (Gaillard, 1983).
tion, e bthan tw- andtreve-mensiona has acco nisd Hot wire anemometry can give instructive information on
markable that the development of LDV has accompanied the turbulent field, especially on its frequencies or length
the progess in CFD, thus permitting an in depth valida- scales (Smits and Muck, 1987). Also, the highly fluctuat-
tion of the theoretical models. The Lecture focusses on i
the use of LDV to investigate typical transonic and su- ing charter of strong interactions must be investigatedperson~ic interactions occurring, firstly in nominally 2D by using short response time sw-face transducers and/or
configurations, then in a 3D channel flow. The data thus probes (Sajben et al., 1985; Muck et al., 1988; Erengil
obtainedareuse toe provid a 3Dchannetle dlowTespti thes and Dolling, 1991). These means of investigation suf-
obtained an used to provide a detailed description of the fer from their intruding nature which renders their useequilibrium turbulence models. In 2D flows, the calcu- in transonic flows problematic, since then any obstacle,
lations were executed by using an economical boundary even small, can significantly affect the whole flow field,
layernstype approachuforthed 3D cseg theoomoels w dre producing large displacements of the shock system. Fur-
layer type approach, for the 3D case the models were i.- thermore, the probing of a separated zone with material

probes is suspect because of their disturbing action and
1. INTRODUCTION of the inherent difficulty to determine the direction of the
The advent of Laser Doppler Velocimetry (LDV) in the velocity with such devices.
70s has operated a true break-through in our capacity to Interferometry, and more particularly: holographic inter-
investigate complex turbulent flows, as those generated ferometry, constitutes a powerful tool to analyze corn-
by the interaction between a shock-wave and a turbulent plex and sensitive flow fields because of its non intrusive
boundary layer. With LDV, it has become possible to nature (Surget et al., 1977; Hsu and Settles, 1989). In
perform reliable and accurate measurements in high speed addition of spectacular visualizations of the flow, inter-
flows containing shock-waves, large separated regions and ferometry allows direct measurements of the local density
strong turbulent fluctuations. Not only the mean flow by an adequate processing of the interferograms. Thus,
structure can now be described in detail, but also the interferometry has been, and is still, used to investigate
complete Reynolds stress tensor can be determined, even shock wave/boundary layer interactions. However, in-
in three-dimensional configurations. terferometry suffers from three major disadvantages: 1)
It is remarkable that the spectacular advances in experi- - In practice, its quantitative use is restricted to two-
mental techniques were accompanied by the considerable dimensional and axisymmetric flows, extension to truly
development of the predictive tools which permit a local three-dimensional flows requiring complex experimental
description of complex interacting flows. The large in- procedures and ultra complicated processing techniques.
crease in computer performance and the parallel progress 2) - It lacks sensitivity in separated flows since then, the
in numerical methods now render possible the solution of velocity being small, the density is nearly constant. 3)
the full time averaged Navier-Stokes equations. However, - Turbulence measurements with interferometry does not
purely numerical problems, like those posed by the defini- seem possible, except a rough characterization of turbu-
tion of an adequate mesh, being excluded, the theoretical lent structures.
efforts are still hampered by the difficulty of represent- Laser Doppler Velocimetry does not suffer from these lim-
ing the turbulent terms in the time averaged equations. itations. Performing a local measurement, having a high
In the domain of turbulence modelling, progress is much sensitivity and the ability to determine the velocity direc-
slower and important work has still to be done to obtain tion, LDV allows the survey of two-dimensional as well

fully satisfactory results. as three-dimensionel, separated flows. Furthermore, the
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nearly instantaneous measurement process permits turbu- one horizontal and the other vertical - contained in a plane
lence measurements from an appropriate statistical treat- perpendiculk. to the emission line. The violet radiation
ment of a sample of instantaneous values recorded at one is also emitted in a horizontal plane, but at an angle 3
point. Of course, LDV has also limitations: 1)- It gives with the spanwise axis. It sets up a vertical fringe pattern
information at one point at a time, so that the prob- normal to this direction. These three fringe systems have
ing of a vast field may require long, and sometimes pro- their own fringe spacing 1, which depends of the wave
hibitive. test durations. On the opposite, interferometry length. The velocity vector is thus measured in a system
operates the record of a whole flow field at once. 2) - of axes in which one axis (Z) is vertical and the two others

The technique postulates that the velocity of the seeding (XI and X 2) lie in a horizontal plane at an angle (a + ,)
particles is equal to the flow velocity, which may be not from each other. Maximum accuracy in the measurement
true is highly retardated or accelerated flows. 3) - Three- of the velocity components is obtained when (a + - ) is
component LDV systems able to make measurements in equal to 90", a condition impossible to realize because of
high speed flows are expansive and delicate to operate. the constraints imposed by the test section, in particular

The purpose of the present Lecture is to show the contri- the size of its windows. In the reality, values of (a + ý)

bution of LDV to the investigation of shock wave/turbulent comprised between 40* and 60° are adopted. Elementary

boundary layer interactions. This technique has been formulae can then convert these velocity components into

used by several investigators to obtain a faithful and re- the wind tunnel (X,Y,Z) coordinates in which the results

liable description of interacting flows containing more or are expressed.

less extended separated regions (East, 1976; Seegmiller et For the velocimeter to determine the orientation of the
al., 1978; Ardonceau et al., 1980; Ardonceau, 1981; to cite measured velocity components, the six beams traverse
the earlier LDV studies). Here, we will restrict ourselves Bragg cells inducing a shift of the fringes. With this de-
to the studies of typical interactions which were conducted vice, the components are measured in a moving frame
at ONERA, over the past 10 years. Emphasis will be whose velocity is adjusted in such a way that all the com-
placed on the crucial role played by LDV measurements in ponents have the same direction, or sign. Thus, if f,,.
the physical understanding of interacting flows and in the designates the measured frequency for component i, fB,
critical examination of turbulence models. Firstly, two- the frequency associated with the Bragg shift, 1, the fringe
dimensional interactions will be considered, then three- spacing, then the velocity component u, in the "labora-
dimensional interactions will be discussed. The theoreti- tory" coordinate system is given by:
cal aspects of the question will be focussed on transonic
and supersonic two-dimensional interactions which can f f
be treated by using a simplified boundary-layer type ap-
proach, if the aim is to discuss turbulence modelling. Only The collecting part of the velocimeter includes two Casse-
a limited number of results obtained with Navier-Stokes grain telescopes with a diameter of 200mm to collect the
calculations will be presentad here, since this approach maximum light scattered by the particles passing through
constitutes the main subject of other Lectures. the probe volume. The light from the first of these tele-

2. EXPERIMENTAL AND THEORETICAL scopes passes through interference filters that select the

TOOLS green and blue from the incoming radiation. The second
telescope selects the violet in the same way. The sep-

2.1 The LDV System arated radiations are applied to three photomultipliers

All the field measurements presented in what follows were whose signals are processed by DISA55L counters con-
executed with a laser velocimeter developed by ONERA's nected through a simultaneity digitizer to the acquisition
Physics Department in collaboration with the Laser Mea- system. The digitizer checks that the three velocity mea-

surement Group of the Aerodynamics Department surements actually correspond to the same particle that

(Boutier et al., 1984). The general arrangement of the has just crossed the probe volume.

velocimeter is shown in Fig. 1. The ONERA velocimeter works either in forward or back-

In its most advanced three-component capability, the ve- scattering mode. For all the tests presented here, the

locimeter is equipped with two identical Argon lasers that forward-scattering mode was chosen because of its much

can emit a maximum power of 15W in the all lines mode better signal-to-noise ratio, which appears as essetitial to

of operation. The first laser, in single-line violet (wave execute accurate measurements in high speed flows. In

length A = 0.4765jim), operates at a power of 3W. The this arrangement, the emitting and collecting parts are

second is used in all lines mode at a power of 6W and mounted on two separate benches, placed on each side

the beam it emits is split by a set a semitransparent - or of the test section, each moving with a displacement un-

dichroic - mirrors into two colours: green (0 = 0.5145pm) certainty of 0.05mm in three orthogonal directions. The

and blue (A = 0.48801Am). The three pairs of beams ob- benches are computer-controlled so that their motion co-

tained from passing through the violet, blue and green ordinates with the collecting optics to follow the probe

beam splitters (see Fig. 1) are focussed by an appropri- volume as it moves along.

ate lens assembling to constitute the probe volume, the To achieve an acceptable acquisition rate, especially in
diameter of which depends of the focal length of the fo- the separated regions, the flows were seeded with particles
cussing optics. This diameter can be as small as 100pm, in made of incense smoke or parafi droplets injected in the
the two-component version of the velocimeter; it is close wind tunnel settling chamber.
to 200,um in the three-component arrangement. At each measurement point, the components of the in-

The blue and green beams are emitted in a horizontal stantaneous velocity were acquired on a sample of N events

plane at an angle a from the spanwise axis of the test corresponding to N particles passing through the probe

section. Their interferences produce two fringe patterns - volume (most often, N = 2000). Then, the mean velocityA



and the Reynolds tensor components are computed by the Of course, in addition to its intrinsic limitation, the use
following formulae: of the boundary 'ayer equations present disadvantages:

1) - The assumption of zero transverse pressure gradient
I nI (ap/y = 0) is questionable in regions where the flow

u = • U• properties vary rapidly (the shock foot region, for exam-

ple). 2) - The accuracy will degrade as the Mach number
- -N increases, since at high Mach number the pressure gra-

u,U = 1 t - u U* hA. dients tend to be intense. 3) - Calculation of separated
,1= \~three-dimensional flows rapidly becomes inextricate, ex-

cept in special situations like the infinite-swept wing as-
The laser velocimeter can also operate as a two-component sumption (DNlery and Formery, 19831. Then, solution of
system, this version being used to probe ,iominally two- the Navier-Stokes equations appears as necessary.
dimensional flows. In this case, only the blue and green Nevertheless, as it will be seen in the coming Sections,
colours are used and the beams are directed along the the boundary layer approach can be extremely useful to
spanwise axids of the test section. test a large number of turbulence models, thus permitting
2.2 The Numerical Approach a first select'on before incorporating the most promising

Solution of the full time averaged Navier-Stokes equations into a Navier-Stokes code.
is the most satisfactory way to compute complex flow- 2.3 Tested Turbulence Models
fields, including both shock waves and large separated 2.3.1 General Remarks
regions. However, in spite of dramatic progress, this ap-
proach is still expansive in terms of computer cost. Fur- In usual computations of complex turbulent flows, one

thermore, experience shows that implementation of a new considers the time averaged version of the Navier-Stokes

turbulence model, even in an already existing code, is a equations which result from an averaging of the time de-

considerable task, especially for transport equation mod- pendent equations over a time T long with respect to the

els. In these conditions, and if the aim of the study is time scales of the turbulent motion, but short compared

simply to validate - or invalidate - turbulence models, to to macroscopic unsteady motions. Two different averag-
devise improvements to these models, or to develop new ing procedures can be applied. In the classical Reynolds

models, it may prove advantageous to use less "cumber- averaging, any fluctuating variable f is split into:

some" numerical tools. For instance, solving the first or-
der boundary layer equations can be a very interesting f -f f + f'wth : f = 0
substitute to the use of the Navier-Stokes equations.

Of course, the use of the sole boundary layer equations the mean value f being d, $ned by:
does not allow a complete prediction of the flow, since
part of the solution has to be provided, except if a cou-
pling method treating the interaction between the bound- f j, fd

ary layer and the outer inviscid flow is adopted (see, for
example, Le Balleur, 1987). In the usual boundary layer Applieo to an incompressible flow, the Reyno±q evp.r-
approach, the pressure or the velocity distribution at the aging method leads to equations for the mean proper-
boundary layer edge is prescribed. As it is now well ties f which are nearly identical to the starting equa-
known, this way of solving the problem breaks down if tions, except for the presence of correlation terms of the
separation occurs, because of the so-called Goldstein's sin- form uu,, the so-called Reynolds stresses. In compress-
gularity met at the point where the skin friction vanishes. ible flows, the Reynolds averaging procedure introduces

This singularity can be overcome by adopting an inverse several additional turbulent terms involving the fluctua
mode of calculation in which the prescribed quantity per-
tains to the boundary layer development itself: it can be tions ,! density p' and temperature T', which are hard to
the distribution of the displacement thickness or of the model. In order to avoid this complication, Favre (1965)
skin friction (for more information on inverse methods, introduced mass-averaged quantities which are frequently
see Dilery and Marvin, 1986). employed in the computation of compressible turbulent

flows. According to this concept, a fluctuating variable,
In the "strategy" adopted here to validate turbulence the velocity component u, for example, is split into:
models in two-dimensional flows, the first-order bound-
ary layer equations have been solved in the inverse mode
by prescribing the displacement thickness distribution de- Ua u. + U8'
duced from experiment. In this case, the pressure distri- where the fluctuating part u" is defined in such a way
bution p(x) is an output of the calculation, as also all the
other boundary layer properties, which can be compared
to experimental data. The boundary layer equations, to-
gether with the energy and the transport equations for pu' -- 0
the turbulent quantities, when models with history effects
were tested, were solved by an implicit finite difference Now the fluctuating part u; NI is such that:
method which will not be presented here (see Benay and
Duuont, 1985). It was verified that this approach gave re- ,'-"

sults in close agreement with Navier-Stokes calculations u' -- 30
in transonic applications (Escande, 1986; Benay et al., p
1987), which constitutes a guarantee of the soundness of
the adopted approach.
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The use of the mass-averaged variables gives the aver- Equilibriuz • lodels are also said algebraic, the eddy vis-
aged Navier-Stokes equations a more compact form. As a cosity being expressed from the mean flow properties by
counterpart, the turbulent terms now present in the 4 ;er- purely algebraic equations. The first model of this kind
aged equations cannot be identified with measured quanti- examined here is that of Michel et al. (1969) It has
ties, which leads to other complications. However, at low been considered mainly as reference since it is a stan-
to moderate Mach numbers, the difference between the dard model; similar models, that of Cebeci-%Zmth for in-
Reynolds and Favre variables is immaterial, since then it stance, give identical results for strong ..ateractions. as we
is legitimate to neglect the fluctuations of density. In this were able to ascertain. The eddy viscosity of 's given by
case, which corresponds to the flows investigated here, it the equation:
is more convenient to consider the classical time-averaged
form of the Na-rier-Stoker equations, compressibilit' ef-
fects being taken into account by considering a variable I=D'

mean density p.

In the following Sections, a distinction is made between where I is the mixing length and D tie Van Driest damp-
the equilibrium models and those taking into account a ing function. The expression of I depends to a great ex-
turbulence history effect which are called non-equilibrium tent of the nature of tht low -onsidered. In the case of
models. The majority of these models is based on the a boundary layer. Michel et al. suggested the following
eddy viscosity concept of Boussinesq. In the most sophis- formula:
ticated theories, the turbulent stresses are transported
quantities; this constitutes the second-order closure. This 1 = 0.08536tanh ( 0.4y
last class of models was not considered in the present stud- 0.0 /
ies. With the .Rloussinesq concept, the Reynolds shear which ensures a continuous variation of I from the log-
stress is expressed as. arithmic region, where I has the form I = 0.41y, to the

outer region where I becoiies proportional to 6
- u u't " In the present model, D is g&ven by:

Ony/
(2)D- = 1 ezp U04iUVin the framework of the classical boundary layer assump-

tion. pit designating the turbulent viscosity. The averag-
ing procedure applied to the energy equation introduces where r (p + u,)V is the total/shear stress on the

ordinate y. The above expressions lead to an implicit
a correlation term of the form: p Tu' which is repre- equation for pt of the form ut = f(pl) which is most
sented by defining a turbulent thermal conductivity At often solved by a fixed point technique.
such that: The second model studied, due to Alber (1971), is an

adaptation of the Cebeci-Smitli model to separated flows.
- aT The boundary layer is divided into an inner region and

Tu =an outer region where Mt is given by different expre'-ions" Ydesignated by/Jg, and it., respectively. When the flow i-

Frequently, one introduces a turbulent Prandtl number: attached, the following formulae are used:
PI = pC,/AI which is assumed constant and equal to (82 )
0.9 (Cp is the constant pressure specific heat). This hy- (3 )M,. = P (0.41yD)2

pothesis, which was done in the calculations presented
hereafter, greatly simplifies the problem of the modelling /Mt. = 0.0168 p u 'b"-
of the turbulent heat transder term. where:
Classical notations are used througho':t the paper: x and
y designate the boundary layer coordinate system (x be- - - is the Kiebanoff intermittency function given here by:

ing along the wall and y normal to it), '; and v are the

mean velncity components, along x and y respectively, p - 5

is the mean density, p the molecular viscosity, ut the tur-
bulent (or eddy) viscosity, 6 the boundary layer thickness. - 68 is the "incompressible" displacement thickness de-

2.3.2 Equilibrium Models fined by:

In these models, the turbulent quantities (in this case the (I -U,)

shear stress) are completely determined from the local 6 = I- dy
velocity distribution, which implies that turbulence ad- u
justs itself instantly to the mean field. This assumption, As Alber remarked an expression such as (3) is incor-
called the equilibrium hypothesis, assumes that the van- rect in a region of reversed flow where the velocity pro-
ation undergone by the flow is gradual enough for there
to be time for this adjustment. However, this is not al- file exhibits a local minimum leading to = Onear
ways the case, in particular when the boundary layer is the wall. According to (3) - or (1) - the result is that
subjected to a strong adverse pressure gradient, such as is the turbulent shear stress vanishes in this point, leading
a shock wave/boundary layer interaction. The history or to a laminar state in a region where the flow is highly
relaxation effects may then be very important, as it will turbulent. To remedy this irrealistic behav'our. Alber
be seen in Section 3.1.3. recommends adopting the following expressions after the

boundary layer has separated:
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and the Reynolds tensor components are computed by -he Of course, in addition to its intrinsic limitation, the use
following formulae: of the boundary layer equations present disadvantages:

1) - The assumption of zero transverse pressure gradient
-- 1 (aplay = 0) is questionable in regions where the flow
u * = E '• properties vary rapidly (the shock foot region, for exam-

•*=I ple). 2) - The accuracy will degrade as the Mach number

n=N increases, since at high Mach number the pressure gra-
n (_n - ,) dients tend to be intense. 3) - Calculation of separateduu) U N -three-dimensional flows rapidly becomes inextricate, ex-

cept in special situations like the infinite-swept wing as-
The laser velocimeter can also operate as a two-component sumption (D6lery and Formery, 1983). Then, solution of
system, this version being used to probe nominally two- the Navier-Stokes equations appears as necessary.
dimensional flows. In this case, only the blue and green Nevertheless, as it will be seen in the coming Sections.
colours are used and the beams are directed along the the boundary layer approach can be extremely useful to
spanwise axis of the test section. test a large number of turbulence models, thus permitting
2.2 The Numerical Approach a first selection before incorporating the most promising

Solution of the full time averaged Navier-Stokes equations into a Navier-Stokes code.

is the most satisfactory way to compute complex flow- 2.3 Tested Turbulence Models
fields, including both shock waves and large separated 2.3.1 General Remarks
regions. However, in spite of dramatic progress, this ap- In usual computations of complex turbulent flows, one
proach is still expansive in terms of computer cost. - considers the time averaged version of the Navier-Stokes
thermore, experience shows that implementation of a new equatiors whe t rme averag in of the tie-
turbulence model, even in an already existing code, is a equations which result from an averaging of the time de-
considerable task, especially for transport equation mod- timen seq s oeq tgu e tion, buthort comphe
els. In these conditions, and if the aim of the study is time scales of the turbulent motion, but short compared

simply to validate - or invalidate - turbulence models, to to macroscopic unsteady motions. Two differen averag-
devise improvements to these models, or to develop new ing procedures can be applied. In the classical Reynolds
models, it may prove advantageous to use less "cumber- averaging, any fluctuating variable f is split into:
some" numerical tools. For instance, solving the first or-
der boundary layer equations can be a very interesting f = f + f'with : f = 0
substitute to the use of the Navier-Stokes equations.

Of course, the use of the sole boundary layer equations the mean value f being defined by:
does not allow a complete prediction of the flow, since
part of the solution has to be provided, except if a cou- 7
pling method treating the interaction between the bound- f fdt

ary layer and the outer inviscid flow is adopted (see, for Applied to an incompressible flow, the Reynolds ever-
example, Le Balleur, 1987). In the usual boundary layer agieto ad tomessions for the meanoper-
approach, the pressure or the velocity distribution at the aging method leads to equations for the mean proper-
boundary layer edge is prescribed. As it is now well ties f which are nearly identical to the starting equa-
known, this way of solving the problem breaks down if tions, except for the presence of correlation terms of the
separation occurs, because of the so-called Goldstein's sin- form u u', the so-called Reynolds stresses. In compress-
gularity met at the point where the skin friction vanishes. ible flows, the Reynolds averaging procedure introduces
This singularity can be overcome by adopting an inverse several additional turbulent terms involving the fluctua-

mode of calculation in which the prescribed quantity per- tions of density p' and temperature T', which are hard to
tains to the boundary layer development itself: it can be

the distribution of the displacement thickness or of the model. In order to avoid this complication, Favre (1965)

skin friction (for more information on inverse methods, introduced mass-averaged quantities which are frequently

see D6lery and Marvin, 1986). cmployed in the computation of compressible turbulent
flows. According to this concept, a fluctuating variable,

In the "strategy" adovled here to validate turbulence the velocity component ui for example, is split into:

models in two-dimensional flows, the first-order bound-
ary layer equations have been solved in the inverse mode
by prescribing the displacement thickness distribution de- u, U, + u'i

duced from experiment. In this case, the pressure distri- where the fluctuating part u,' is defined in such a way
bution p(x) is an output of the calculation, as also all the that:
other boundary layer properties, which can be compared
to experimental data. The boundary layer equations, to-
gether with the energy and the transport equations for pu' = 0
the turbulent quantities, when models with history effects
were tested, were solved by an implicit finite difference Now the fluctuating part u;tri is such that:

method which will not be presented here (see Benay and
Duoont, 1985). It was verified that this approach gave re-

sults in close agreement with Navier-Stokes calculations u, = - 4 0
in transonic applications (Escande, 1986; Benay et al., p
1987), which constitutes a guarantee of the soundness of
the adopted approach.
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The use of the mass-averaged variables gives the aver- Equilibrium models are also said algebraic, the eddy vis-
aged Navier-Stokes equations a more compact form. As a cosity being expressed from the mean flow properties by
counterpart, the turbulent terms now present in the aver- purely algebraic equations. The first model of this kind
aged equations cannot be identified with measured quanti- examined here is that of Michel et al. (1969). It has
ties, which leads to other complications. However, at low been considered mainly as a reference since it is a stan-
to moderate Mach numbers, the difference between the dard model; similar models, that of Cebeci-Suith for in-
Reynolds and Favre variables is immaterial, since then it stance, give identical results for strong inter.ctions, as we
is legitimate to neglect the fluctuations of density. In this were able to ascertain. The eddy viscosity A, is given by
case, which corresponds to the flows investigated here, it t'ie equation:
is more convenient to consider the classical time-averaged
form of the Navier-Stokes equations, compressibility ef- (I) -12D2 • -I

fects being taken into account by considering a variable P =,

mean density p.
In the following Sections, a distinction is made between where I is the mixing length and D the Van Driest damp-
the equilibrium models and those taking into account a ing function. The expression of I depends to a great ex-
turbulence history effect which are called non-equilibriun tent of the nature of the flow considered. In the case of
models. The majority of these models is based on the a boundary layer, Michel rt al. suggested the following
eddy viscosity concept of Boussinesq. In the most sophis- formula:
ticated theories, the turbulent stresses are transported
quantities; this constitutes the second-order closure. This I = O.085btanh ( 041 _

last class of models was not considered in the present stud- 0.0856
ies. With the Roussinesq concept, the Reynolds shearstress is expressed as: which ensures a continuous variation of 1 from the log-

arithmic region. where I has the form I = 0.41y,, to the

outer region where I becomes proportional to 6.
- 77 . Inu the present model, D is given by:

in the framework of the classical boundary layer assump- (2)D = I - erp - j
tion, At designating the turbulent viscosity. The averag- _ u
ing procedure applied to the energy equation introduces where r = (A + At)-- is the total shear stress on the

ordinate y. The above expressions lead to an implicit
a correlation term of the form: p T'u' which is repre- equation for At of the form At = f(pt) which is most
sented by defining a turbulent thermal conductivity A, often solved by a fixed point technique.
such that: The second model studied. due to Alber (1971), is an

adaptation of the Cebeci-Smith model to separated flows.
- - Tx The boundary layer is divided into an inner region and
p 7u' At an outer region where At is given by different expressions

3- -designated by ut, and py., respectively. When the flow is
Frequently, one introduces a turbulent Prandtl number: attached, the following formulae are used:
P,, = ;iC,/A, which is assumed constant and equal to (=u1
0.9 (C, is the constant pressure specific heat). This hy- (

3
)Mt, = p(0.41yD)

2

pothesis, which was done in the calculations presented
hereafter, greatly simplifies the problem of the modelling pt. = 0.0168 P u tb•7
of the turbulent heat transfer term.

Classical notations are used throughout the paper: x and w here:
y designate the boundary layer coordinate system (x be - is the Kiebanoff intermittency function given here by:

ing along the wall and y normal to it), '7 and v' are the [1+ -.
mean velocity components, along x and y respectively, p -1
is the mean density, p the molecular viscosity, At the tur-
bulent (or eddy) viscosity, 6 the boundary layer thickness. - 6 is the "incompressible" displacement thickness de-

2.3.2 Equilibrium Models fined by:

In these models, the turbulent quantities (in this case the d-
shear stress) are completely determined from the local 6 =[ (- u
velocity distribution, which, implies that turbulence ad- U
justs itself instantly to the mean field. This assumption, As Alber remarked an expression such as (3) is incor-
called the equilibrium hypothesis, assumes that the vari- rect in a region of reversed flow where the velocity pro-
ation undergone by the flow is gradual enough for there
to be time for this adjustment. However, this is not al- file exhibits a local minimum leading to u- = Onear
ways the case, in particular when the boundary layer is the wall. According to (3) - or (1) - the result is that
subjected to a strong adverse pressure gradient, such as is the turbulent shear stress vanishes in this point, leading
a shock wave/boundary layer interaction. The history or to a laminar state in a region where the flow is highly
relaxation effects may then be very important, as it will turbulent. To remedy this irrealistic behaviour, Alber
be seen in Section 3.1.3. recommends adopting the following expressions after the

boundary layer has separated:
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pt, = 0.018 P yD 2 u = 0.41YD 2 - ()f'
of. = 0.0168p u be' and:

In the equation giving Pt., 6:, represents the displacement
thickness above the discriminating streamline of the sep- Vt. =O

aration bubble, i. e. the streamline separating the recir-
culating flow from the flow streaming from upstream to The maximum shear stress at the abscissa x considered,

downstream infinity. This avoids an abnormally high in- . = -( u'v' )M, satisfies an ordinary differential equation
crease in turbulent quantities for a large separation where of the form:
the boundary layer thickens considerably.

In addition, Alber introduced a modified form of the Van
Driest damping function avoiding the cancellation of D at L Uu M dr,, L • = Lu 8 IA

a point of zero skin friction. In the present applications a " +

of Alber's model, relation (2) has been adopted, since it aMrt d+,

presents similar advantages, which is deduced from the transport equation for the tur-

The models considered above use as length scale the thick- bulence kinetic energy k given below. The dissipation
ness 6 nf the boundary layer (or a displacement thickness length Lm = rt, /eM and the turbulence diffusion rate
whose computation requires the knowledge of 6) which is VM are computed by algebraic relations not given here.

ill defined in interacting flows. Such a problem arises, for A step towards greater sophistication consists of expresv-
instance, at the foot of the shock where the velocity gra- ingpt as a function of transported local turbulence quan-
dients along y remain large in the non-dissipative part of ing oofranspore loca turbulencesqedthe field, titles. The following expression, in which p. is expressed

in terms of the turbulence kinetic energy k and its dissi-
Baldwin and Lomax's model (1978), widely used in the pation rate e, is probably the most popular:
Navier-Stokes codes, proposes to avoid this type of prob-
lem by defining the length scale without referring to a (4)1, = P Cjfp ,
thickness related to 6. It is also a two-layer model in Frequently used transport equations for k and e are those
which the inner and outer turbulent viscosities are com- of Jones and Launder (1972) which are written (for a

puted by: boundary layer flow):

-- a& + - - -ft4\

(5) Pu + p" PV3- p (Pk-) py - j+
Pti (0.4lyD) 2 (-

= 0.0269 p F.5

In these expressions, F. is a function of x alone given (6) uF C+ p-P - C., L

by whichever of the two equations below has the smallest
value at the abscissa x considered: u,( +(4U+

F. = ymFm,5F.J = _0.2 5y where PA designates the production term which, in the
Fm framework of the boundary layer approximation, reduces

The quantity Fm is the maximum of function to:

F = yD (a iu /ft) and yaq is the ordinate at which this

maximum is reached. P 7 =-u'v

In this model, the vorticity distribution is used to define W

a length scale such that it is no longer necessary to locate Taking the normal stresses into account (see Section 3.1.3),l

the edge of the boundary layer. However, it may occur leads to using the following form, which assumes that the
that function F has several maxima, which leads to other mean flow is nearly incompressible:
difficulties (see, for example, Visbal and Knight, 1984).

2.3.3 Non Equilibrium Models A

is an algebraic model with history effects offering the ad-

vantage of being mathematically simple. In this case, the The surrounded terms are the so-called low Reynolds num-1
ber terms introduced to have a correct behaviour of tur-

kinematic eddy viscosity Vt = pi/ p is given for the com- bulent quantities on approaching the wall. In the same

plete thickness of the boundary layer by the equation: spirit, f, is a damping function (not given here).

r ( v \ 1In the present applications, the constants had the follow-
Vt ~ It 1ep ~,1 ing values:

where: ak = 1, , = 1.3, C., = 1.57, C,, = 2
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Equations (5) and (6) are in principle valid down to the Quantities k and e are computed from transport equations
wall. However, it was demonstrated that the low Reynolds (5) and (6) with the wall region treated as in the previous
number terms gave poor results in the case of a separated model.
flow. To improve the model a rather large number of It can be shown that the Reynolds shear stress is given
adaptations have been proposed. Here we will consider a by:
version in which a two layer representation is adopted: - - 1 - C 2 (1 - fC) a ."

Near the surface, up to an ordinate yR, the viscosity j4 - , u'v' = + ! ,

is computed by the mixing length equation (1). e C + C, - 1 + VfC; oh

- In the outer region, where y > yR, the transport equa- - k U
tions (5) and (6), without the low Reynolds number terms, P C", v' 2 -
are solved and ;A, is determined by (4) in which -.,= 1.

The matching between the two layers is made at the or-
dinate at which the turbulence Reynolds number RT - Since v' 2 is smaller than k, one sees that the length scale

p k2 /e - pl,/has become sufficiently large (the value I -= Vt2 i'/A/eattached to this model is shorter than that
RT = 200 was adopted). of the (k,e] model which is: I = 03 /2 /e. Furthermore. an

The last non-equilibrium model considered here is the essential advantage of the ASM is that coefficient C,, is a

Algebraic Stress Model (ASM) proposed by Launder function of the ratio P,/e, which is more realistic when

(1971) and Rodi (1972). It constitutes an intermediate the boundary layer is strongly out of equilibrium.

step before a complete transport model - or Reynolds The constants of the model have the values:

Stress Equation (RSE) model - in which the Reynolds C, = 1.8, C2 = 0.6, C, = 0.5, C, = 0.3
stress tensor is transported. the wall influence function f having the form:

The ASM is obtained from the RSE by assuming that the
u''f = 0.287k3/

ratio u'v' varies slowly. We can then %rite: .27

/ ) \ --l UV,, 3. TWO-DIMENSIONAL FLOWS
(7) ( uu• -Diff uu) = - (• -Diff(k)) 3.1 Transonic Interactions

where D/Dt is the total derivative, Duff representing the 3.1.1 General Flow Conditions
diffusion term. One of the first experimental investigations of transonic

After proper modelling of the different terms of the Rey- interaction making a thorough use of LDV to perform a
nolds stress transport equation, the left hand side of (7) detailed analysis of the flowfleld was executed in the test
does not any longer contain stress derivatives (for details set up represented in Fig. 2 (Dilery, 1983). It is con-
see Coit and Benay, 1986). In addition, we have: stituted by a nominally two-dimensional channel with a

span b equal to 120mm and an entrance height of 100mm.
Dk Interchangeable nozzle blocks, or bumps, can be mounted

Dt Di!f(k) = Pk - in the working section with a view to accelerating the

so that, one obtains an algebraic non linear system for the flow up to slightly supersonic velocities. A second throat,
of adjustable cross section, is placed at the test section

stresses u~u' which can be computed from k, e and the outlet making it possible, firstly to produce, by choking
space derivatives of the mean field. For a two dimensional effect, a shock wave whose position, and hence intensity,
flow this system is written: can be adjusted in a continuous and precise manner, sec-

ondly to isolate the flowfleld under study from pressure
perturbations emanating from downstream ducts. Such a

- 0 - device notably reduces unwanted large shock oscillations.
u' 2  V'2  

i
2

1  + U0 u2 + a2 V'2 + a3 UV - In these experiments, the two component version of the

LDV system was used to probe the boundary layer along
u' 2 u'V' u - 2 vertical lines, normal to the downstream rectilinear wal.

k- 1) = 0 The channel was installed in the test section of the ON-
ERA S8Ch continous wind tunnel which is supplied with

+ 0- - 3- 2 - dessicated atmospheric air, with the stagnation condi-
'v\ - / - i + a1 u + a2 v'2 + Ua u'V - tions as follows: pressure p,, = 95kPa, temperature:

S~ 2T,, = 300K. The Reynolds number, computed with the
V12 uV a-u - 2 e(C, - 1) = 0 sonic state and with a length L = 100mm, equal to the

channel height in the entrance section, had the value:

-;- RL = 13.7106.

t "12 + ' u2 + '2 V$2 + 73 U'VI The shock wave/boundary layer interactions under study

took place on the lower wall of the channel at a station

SI 0 uwhere the undisturbed turbulent boundary layer was fully

turbulent with a thickness 60 of several millimeters (from
3 to 5mm, depending on the channel arrangement). The

The coefficients cai, bef and eYj will not be explicited here, "aspect ratio" b/So is equal to 30. This value seems high
Stheir expression can be found elsewhere (Bur, 1991) enough to minimize three-dimensional effects in the case

I,
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of flows without large separation, where the thickening the fluid in the inner part of the boundary layer whose

of the boundary layer during the interaction process is thickness increases continuously and moderately during

moderate. When an extended separated region forms, the interaction process.
the local ratio b/6 decreases more significantly, and sur-
face flow visualizations show a ruther strong distortion of In flow C (extended separation), a large separated bubble

the reattachment line. However, the presence of three- exists with a maximum velocity u / u. equal to -0.2.

dimensional effects is not thought to alter radically the In the present situation, the vertical extent of the bub-

general features of the flow and the behaviour of turbu- ble is specially important, as shown by the tracing of

lence. Thus, the information obtained can be used as a the streamlines in Fig. 5b. Reattachment takes place

guide to improve the modelling of two-dimensional flows, at . = 135; downstream of this station a rapid rehabil-

Four basic interactions, of variable strength, were inves- itation of the flow occurs with the filling of the profiles

tigated. Here we will consider only two of them, corre- and the tendency of the dissipative layer towards a new

sponding to incipient separation at the shock foot and to equilibrium state. In this case, one observes a dramatic

the formation of an extended separated zone. The "wall" increase of the boundary layer thickness which is nearly

Mach number distributions are plotted in Fig. 3 with in- multiplied by ten between X0 and the last downstream

dication of the locations of the vertical LDV explorations station.

(the "wall" Mach number M. is deduced from the pres- 3.1.3 Tuzrbulence Properties
sure measured at the wall by assuming an isentropic rela-
tion and the reduced abscissa X is the distance from the The profiles of the turbulence kinetic energy k are
interaction origin X0 scaled to the displacement thickness plotted in Figs. 6a and 6b (k ý. scaled to the square
6 of the boundary layer at X.). of the sound velocity for stagnation conditions a,,). The

Flow A : Incipient Shock Induced Separation. For kinetic energy k has been evaluated by the formula:

this case, the test section was equipped with a symmetri-

cal converging - diverging supersonic nozzle whose contour k = - + ,12 + W
was designed to produce a uniform flow having a nominal 2

Mach number equal to 1.4. The nearly normal shock wave
is situated near the end of the diverging part of the nozzle where w'2 was taken equal to 2 + V12  since the
at a station where the Mach number M. 0 at the bound- 2 + ,1

ary layer edge is equal to 1.30. The values of V, 0 and of transverse velocity component w was not measured. For

the incompressible shape parameter of the boundary layer the two flows there is a very large increase of k in the first

Hi0, in the present case, correspond to a situation which part of the interaction process, near the shock foot.

nearly coincides with incipient shock induced separation The profiles of the non dimensional Reynolds shear
(Dilery and Marvin, 1986).

stress - u'v' /a., are plotted in Figs. 7a and Th. Like
Flow C Extended Separation. Here, the transonic the k-profiles, the-se distributions are characterized by a
flow is produced in an asymmetrical channel where a bump well defined maximum, which is well detached from the

is mounted on the lower wall of the wind tunnel test sec- wall.
tion. This bump has a maximum height of 12mm and
a length of 286,4mm-. Its contour is made up of a rec- A more instructive idea of the variations of the turbu-

tilinear upstream part with a slope of 4* connected to a lent properties during the interaction process is given by

circular arc extending down to the trailing edge of the plotting the streamwise evolution of some typical quan-

bump. The interaction takes place at a lo'ation where titles. Thus, Fig. 8 shows the X-wise variation of the

the maximum Mach number in the flow is equal to 1.42. maximum turbulence kinetic energy and Reynolds shear

The shock is strong enough to induce boundary layer sep- stress. The locations of the separation (S) and reattach-

aration upstream of the bump trailing edge at a location ment (R) points are indicated on the curves. There is a

where the Mach number at the boundary layer edge is very large production of turbulence in the initial part of
M.0 -- 1.37. An extended separation bubble forms due to the interaction, near the shock foot. This production is
the wall curvature effect as is evidenced by the plateau in enhanced when separation occurs; then k tends to a maxi-
the wall pressure distribution c mum level km.,which is between eight and nine times the

initial level of the undisturbed boundary layer. For flow

3.1.2 Mean Flow Properties C, kmz starts to decrease upstream of the reattachment
point R. Downstream of R, the turbulence kinetic energy

Some of the mean streamwise velocity profiles mea- diminishes rather slowly and tends gradually to a new
sured across the dissipative layers are shown in Figs. 4a equilibrium state. The shear stress grows at a slower pace

and 4b. The distance to the wall Y is scaled to the dis- than k, and reaches its maximum value downstream of the
placement thickness 6; and the component u to the value station where k culminates. For the separated flow, the lo-

of u at the boundary layer edge. The corresponding cation of maximum shear stress nearly coincides with the

mean flow strea ,ines are represented in Figs. 5a and 5b. reattachment point; there the shear stress has reached a

For flow A (incipient separation). one observes at first a level which is ten times the maximum initial value.

strong distortion of the profiles; yet, no negative values Streamwise variations of the maximum RMS quantities

of U are measured. If separation actually occurs, it con- naeltdnF..nh

cerns a very small fraction of the flow too close to the V a,t and /at are plotted in Fig. 9. In the

wall to be detected by the present measurements. After upstream part of the interaction, the streamwise fluctu-

a maximum retardation effect taking place at X = 56, ations are seen to exceed the vertical fluctuations by a

turbulent viscous forces entail a gradual acceleration of factor of 3, in contrast to a mixing layer where • is
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only 30% higher than V . The large increase in the_ 8 (-) aj
normal stress u'W2 is to be expected if one considers the - - uv" - • -

production term of the u'2 transport equation (written In the very first part of the interaction, the X-derivatives
here for an incompressible flow, compressibility effects be- of the normal stresses can be higher than the shear stress
ing weak in transonic): Y-derivatives. Far downstream, the normal stresses influ-

ence becomes negligible. Similar observations were made

near the separation of an incompressible turbulent bound-
= -2 u -- -u u ary layer (Simpson et al., 1977).

The whole history of the interacting dissipative layer can

In the first part of the interaction process, the term in- be depicted by plotting the square root of the maximum

volving the streamwise derivative a u 18X is as large as shear stress coeffcient

the term involving the strain rate a u-/8Y due to the
strong retardation of the whole flow. Thus, P. is here 2 Ut-

the sum of two large positive terms. On the other hand, C, =_ _ __

the production mechanism for v'- involves terms whose U

magnitude is far less important since: against the equilibrium shape parameter J = 1 - 1/H..
A function G based on the maximum shear stress can be

_ -a; -adefined which will be constant for all equilibrium incom-
P= -2u v -- 2 v'2  pressible boundary layer flows and equal to the flat plateax value (East and Sawyer, 1980). Thus G:

The derivative 8 V IaX is small, a v 1aY is (nearly) equal

to -9u 1/4X, so that the second term tends to decrease G- H.-1 =6.55

v' 2 production in the first region of the interaction where specifies the straight line in Fig. 10. The unique rela-

0 u/1aX is everywhere negative. Farther downstream, tion between G and C, expresses the fact that the shear
a larger and larger part of the dissipative layer is accel- stress depends only of the shape of the velocity distribu-

erated, which explains the latter growth of v'2 Fur- tion, which is the basic assumption of equilibrium models
(see Section 2.3.1). If one plots vT'? against J for the

ther downstream, v' 2 is still increasing when U'2 has present flows (a third interaction, not examined here, has

started to diminish, so that V'2 reaches its highest level been added in the figure), the experimental points fall
below the equilibrium locus in the first part of the inter-

well downstream of the maximum u'2 location. Proceed- action, indicating that, during this rapid interaction pro-

ing still further downstream, U'2 and v'2 become quite cess, there is a departure from equilibrium -haracterized

comparable. by a lag of the shear stress. Then, as a consequence of

Such a strong anisotropy of the flow can play a signifi- the continuous increase of C, whereas J passes through
chat srolin the mechanism of turbulence k sinetic energy a maximum and then decreases, the corresponding curve

cant rolen For anismpressible nd ineterm bend and cross the equilibrium locus at a point whose
production. For an incompressible flow, and if the term

involving the d,-rivative a v/ ,X is neglected, the produc- location is a function of the intensity of the destabilizing

tion term of the k transport equation is: agency. Thereafter, the points are above the equilibrium
locus and reach a new situation of maximum departure

'2- u~ from equilibrium. Downstream of this station, and in the
-C,-P--UV - U v12 absence of a new perturbation (no pressure gradient), the

Z ) ax flows relax towards a new equilibrium state. In the course

The first term, representing production by shear stress, is of this last process, the representative points follow a com-

most often predominant in shear layer and/or boundary mon trajectory leading to the equilibrium locus.

layer flows so that it is only retained in predictive meth- 3.1.4 Validation of Turbulence Models
ods. An evaluation of the two production terms shows Flow A : Incipient Separation. The pressure dis-

that production due to normal stresses is as high as tributions on the wall given by the algebraic equilibrium
production due to the shear stress over a streamwise dis- models (Michel et al., Alber, Baldwin-Lomax) are plotted

tance which is of the order of 56o and which grossly cor- in Fig. 11. For this moderately strong interaction, where

responds to the region of steepest axial pressure gradient, no separated bubble of appreciable size forms, the three
where there is a general retardation of the flow (: u/ax models lead to almost the same results for p(x) which are
nheregativre). Downsteam, ther orma l tion of the flow (cl Uin poor agreement with experiment. Thus the steepness
negative). Downstream, the normal stresses contribution of the compression occurring in the initial part of the in-
becomes rapidly negligible again. teraction is highly overestimated.
The above turbulence measurements also show the ne- Let us now consider the models with history effects
cessity, in the shock foot region, to take into account the (Johnson-King, [k,e] and ASM). The wall presure distri-
Reynolds normal stresses in the momentum equation. For butions in Fig. 12 show a substantially improved pre-
an incompressible flow, the terms involving the Reynolds diction, in particular for the ASM which nearly coincides

stresses are of the form: with the experimental results. The agreement is not as

good for Johnson-King's model and the 1k,e] model whose



T results are nearly the same here. substantially improves the prediction. The double inflec-S ~~~Figure 13 shows the reduced mean velocity distributions to ntet )cnnwb en adi-oa' oeS-- also leads to a certain improvement. but more limited. Inq U / u 0 ( u o is the mean velocity corresponding to the
Macha gneral way, the theoretical curves ae far from the ex-Mathnumer •de0) fr svera sttios spcedbeteen periment, and they all indicate far too high a compressionXi. = 15 and X• = 202.5. The three equilibrium models at the beginning of interaction. In addition. the level of
lead to almost identical results and the profiles compated the plateau - when it is predicted - is highly overestimated.
are - as regards their shape - in good agreement with
the experimental results. However, the velocity level at The wall pressure distributions predicted with the non-
the edge of the boundary layer is underestimated, which equilibrium models are plotted in Fig. 18. The theoreti-
is the reason for the excessive recompression mentioned cal results agree increasingly well with the measurements
above. The defective form of the external part of the considering the Johnson-King model, the [k,e] model, the
first computed profile (at Xý = 15), which belongs to a ASM in succession. The result obtained with the ASM is
region located at the foot of the shock, should also be even spectacular, both the plateau and downstream levels
noted. In this case, the difference can be explained by the being correctly predicted.
normal pressure gradient effect not taken into account in
the equations used. The same defficiency is observed in The velocity profiles u / u 0 are plotted in Figs. 19
all the other computations presented. and 20. Their shape is predicted poorly by the three
The velocity profiles obtained with the models including equilibrium models, both in the separated region where
a history effect are shown in Fig. 14, where the following the amount of reversed flow is underestimated, and down-trends can be seen for the thre 1, models: stream of reattachment where the profiles are not enoughtfilled. In spite of a clear improvement, the models with
- In the initial part of tht interaction, the computation history effects also exhibit defficiencies such as an under-
predicts too strong a deceleration near the wall. estimation of the reversed flow amplitude, too slow a fill-
- Further downstream, in the so-called rehabilitation re- ing near the wall downstream of reattachment and a too
gion, the computed profiles imperfectly reproduce the rapid smali thickening of the boundary layer.

filling of the experimental distributions in the immediate The shear stress distributions computed with the equi-
vicinity of the wall. librium models (see Fig. 21) exhibit the same defects as

- Also, downstream, the real boundary layer thickens more was already observed for flow A, but more pror.ounced.
than is predicted by computation. There is a relative!y good agreement in the first part of the

Figure 15 shows the normalized Reynolds stress profiles interaction up to X = 77 for the model of Michei et al.; be-
yond that, the theoretical levels start decreasing, whereas,

u'v' 2 u 0 for the equilibrium models. As a general rule, in reality, the maximum shear stress - u'V con-
these models highly overestimate the growth of - uV up tip t.5 e
to the abscissa X = 40. The trends are then reversed, tinues to increase up to the station X 125.5. Ftrther
as the experimental results catch up with and overtake downstream, the difference between the theoretical and
the theoretical results. Thus, the slow relaxation of tur- experimental results is even larger. The general level of
bulence downstream of the interaction region is poorly shear stress is largely underestimated, as also the Y-wise
predicted, as the classical algebraic models predict too diffusion of turbulence. As far as models with history ef-
fast a decrease in the shear stress levels. The distribu- fects are concerned (see Fig. 22), they are still far from

obeing fully satisfactory. As for the fk,4] model and the
tions of - uY predicted by the models with history ef- ASM. the prediction, although good in the upstream part
fect are shown in Fig. 16. In the upstream part of the of the interaction, strongly underestimates the maximum
interaction, a substantial improvement can be noted with levels reached during the interaction. In addition, the re-
respect to the previous models, which is probably a reason laxation is still much too fast. However, in this case where
for a much better prediction of the wall pressure distribu- the flow was explored down to stations far downstream
tion. For instance, the highly overestimated maximum of of the interaction region, a good agreement between the

- ut in this region no longer occurs (on this point, the computed and measured -u'v' is again observed
[k,eI model performs least well). However, no model sat- , / ,,,
isfactorily reproduces the slow decrease of the turbulent for the most distant stations, but the lateral diffusion re-
shear stress in the downstream part of the interaction, mains poorly represented.
The least unsatisfactory result is given by the ASM. 3.2 Supersonic Interactions

Flow C : Extended Separation. In this case, a large 3.2.1 General Flow Conditions
crosswise separation bubble forms, which constitutes a
difficult case for predictive methods. The wall pressure
distribution p(x) computed with algebraic equilibrium mo- characterze the effect of the wall temperature on the in-
dels are plotted in Fig. 17. The model of Michel et al. teraction resulting from the reflection of an oblique shock
leads to much too high a recompression, and the beginning wave on a turbulent boundary layer. Information is avail-
of the typical plateau of an interaction with separation is able on interactions taking place on a cold wall, this case
not visible. It should be mentioned that this model was corresponding to the situation met on a hypersonic vehi-
developed to compute boundary layers subjected to mod- cle where the surface temperature T. is much lower that
erately adverse or favorable pressure gradients and that it the outer flow stagnation temperature T,,*. Then, it is
does not contain any special adaptation for representing found that wall cooling tends to contract the streamwise
separated flows. Because of its change in the formulation extent of the interaction and to preveus the development
of u, made as soon as separation occurs, Alber's model of an extended separated region (Lewis et al., 1967: Kil-
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burg and Kotansky, 1969; Spaid and Frishett, 1972). The
opposite case, where the wall is heated, has practically M., p.4kPo) T..(K)T(K) -IR.-() H-I R '(m,- , 16,' H,|
not been investigated, except for small temperature dif- 2.24 7 T4.9 31T 10 3 .0110' 7.2510,1.78s 0.•441 .4
ferences, although this situation may occur on an after-
boby heated by hot propulsive jets, for example. For this R. designates the unit Reynolds number, 0 the botrod-
reason, it was worthwhile to examine the interaction be- ary layer momentum thickness and H, its imcompressible
tween an oblique incident shock wave and the boundary shape parameter.
layer developing on a strongly heated plate. In fact, it is 3.2.2 Mean Flow Properties
more usual to compare the wall temperature T,. with the Surface Pressure Distributions. The pressure distri-
recovery temperature T, which is the temperature of the butions measured for a = 5 are plotted in Fig. 24. It is
wall when adiabatic equilibrium is reached. observed that the compression curve is much more spread
These experiments have been executed in the ONERA when the plate is heated. In addition, this curve exhibits
S5Ch continuous wind tunnel on the experimental ar- the three inflection points typical of an interaction with
rangement sketched in Fig. 23. The test section, whose separation. In the downstream part of the interaction do-
span is equal to 300mm, was equipped with a contoured main, the two distributions override the perfect fluid level
nozzle block producing a uniform supersonic flow of Mach before tending towards the theoretical perfect fluid pres-
number M.. = 2.4.The test section symmetry plane was sure rise. This "overshoot", which is always observed in
in two parts: shock wave - boundary layer interactions of weak to mod-
- the upstream part was a flat plate made of aluminium erate strength, is due to the coupling between the invis-
alloy which took the equilibrium recovery temperature T,; cid and viscous parts of the flow (see Dilery and Marvin,
- the central part was a copper plate heated by 21 electri- 1986).
cal resistors permitting to maintain the plate at a given Figure 25 shows the wall pressure distributions corre-
temperature T,. with a maximum surface non-uniformity sponding to a = 8.75*. These curves are typical of an
of 1%. The maximum allowable temperature level was interaction with formation of an extended separated re-
equal to 600K. During the tests, the heating system was gion, as indicated by the existence of a plateau follow-
regulated so as to keep constant the value of the ratio ing the rapid pressure rise accompanying the separation
T,/T,.. process. One notes that the interaction domain is far
The working plate was equipped with 66 pressure taps more extended when the wall is heated, its origin being
and 24 thermocouples to check its temperature unifor- 30mm more upstream than in the adiabatic case, which
mity. Also, it comprised 8 orifices allowing the passage represents 4 times the thickness 60 of the initial boundary
of pressure and temperature probes actuated by an auto- layer. Then, the plateau extends on a longer distance, the
mated displacement device. When not in operation, the pressure curve in the reattachment region being weakly
passages were obturated by plugs. To insure a fully tur- affected. This deformation of the pressure distribution
bulent boundary layer in the interaction region, transition excludes a simple change in the scale of the phenomenon
was triggered by a wire located 430mm upstream of the which would result from a thickening of the initial bound-
heated region. ary layer displacement thickness 6b. Indeed, according to
The shock generator was constituted by a flat plate with a this interpretation, wall heating - as well as wall cooling
sharp leading edge mounted above the working wall with - could be taken into account by normalizing the size of
an angle of incidence a. The shock generator had a length the interaction domain with /, which strongly depends
of 2-20mm and entirely spanned the test section. The on the wall temperature. This conclusion appears to be
strength of the shock could be varied by changing the wrong (see Dilery, 1992). In the two cases (adiabatic
incidence a of the generator which could rotate about an and heated wall conditions), the pressure distributions gooincidene wthrough a maximum - nearly equal to the perfect fluid
axis coincident with its leading edge. downstream level - before decreasing markedly. This de-
The flow in the interaction region has been thoroughly ex- crease is due to the reflection on the working wall of the
plored by m,,an. of ,. . :.alizatior. (mt ehcck :;5 expansion fan emanating from the trailing edge of the
two-dimensionality), surface pressure measurements, de- shock generator. Furthermore, a closer examination of
tailed probings by Pitot, static pressure, stagnation tem- the results, shows that the pressure gradients are less in-
perature probes and two-component LDV (for a more de- tense when the wall is heated, especially at separation.
tailed information, see Dlery, 1992). Thus all the flow Flow Field Mach Number. From the meaurement of
quantities (static pressure, total pressure, stagnation tem- the flow velocity, by means of the LDV system, and of
perature, velocity and Reynolds stresses) have been di- ts stagnationite meatr ob temperaturetprobes, it
rectly determined. its stagnation temperature T.,, by temperature probes, itwas possible to determine the local values of the Mach
Four interactions were investigated, corresponding to the number, from which the lines of constant Mach number
following conditions: have been computed. The iso Mach-lines of the flow re-
- Shock generator incidence: a = 5' ; temperature ratios: sulting from interactions at a = 5* are traced in Fig. 26,TWIT, = 1 (adiabatic reference case) and 2. An angle of and those corresponding to a = 8.75° in Fig. 27. In each
5* corresponds to incipient shock indu. ,- I separation in figure, a different mode of tracing allows to distinguish the
the adiabatic case. subsonic part of the flow. On these figures, interest has
- Shock generator incidence: 8.750; temperature been placed on the boundary layer part of the flow, which
ratios: TW/T,- = 1 and 2. In this case, an extended sepa- explains the poor definition of the inviscid flow structure,
rated region forms at the shock foot. where the different wave systems are barely visible.
The upstream flow conditions and the properties of the
initial boundary layer are given in the following table.
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For the two incident shock intensities, wall heating pro- Adiabatic Case. The computed and measured wall
yokes an obvious dilatation of the subsonic part of the pressure distributions are plotted in Fig. 30. One sees
boundary layer, the sonic line, which is very close to the that the [k,e) model and the ASM yield comparable results
wall in the adiabatic case, rising up in the boundary layer in the first half of the separated region located between
when heating is applied. This effect is explained by the X = 100 and 160mm. However, the ASM seems to be
fact that the velocity is almost unaffected by the wall more accurate in the plateau and reattachment regions.
temperature (except in the immediate vicinity of the sur- 'Ie observe, on the other hand, that the Baldwin-Lomax
face), whereas the local speed of sound is much increased, equilibrium model predicts the wall pressure far less well,
hence a diminishing of the local Mach number. At reat- the defficiencies being similar to those noted in transonic
tachment, the compression is much more spread out when flows (see Section 3.1.4). The computed and measured
the wall is heated. Thus, a rise in the wall temperature mean velocity profiles for adiabatic conditions are corn-
tends to increase the streamwise extent of the interaction, pared in Fig. 31. As the two non-equilibrium models
as already noticed from the wall pressure distributions, yielded almost identical predictions of the velocity distri-

Flow Streamlines. The structure of the flow generated butions, only those of the ASM are plotted in Fig. 31. As

by the interaction is also well visualized by the tracing of far as the general shape of the profiles is concerned, agree-

the mean flow streamlines which are defined here as lines ment between theory and experiment can be considered

of constant value for the streamfunction: as very good for both models, although discrepancies exist
for example at station X = 110mm and in the immediate
vicinity of the wall. Also, large differences exist for station

X Y) • a d(Y0\ X = 150mm, which corresponds to the location where the
%(XY) ,, 0 d ( 6y) incident shock penetrates the boundary layer, thus mak-

ing the basic boundary layer theory assumption of zero

where quantities P.t 0 , u" a and 6o are introduced for nor- transverse pressure gradient questionabic. This remark is
malization purposes. also valid for the interaction onset, where the compres-

sion waves induced by the separation process, originate
The streamlines relative to the case a = 5* are shown in well inside the boundary layer.
Fig. 28. Here also, the more important dilatation of the The shear stress profiles are plotted in Fig. 32 (here
boundary layer occurring when the wall is heated appears
clearly. However, in this case, no negative values of %I are - u'v' is normalized by - 2). For the present interaction.
detected. On the other hand, for a = 8.75* (see Fig. 29), the algebraic model largely overpredicts the shear stress
a recirculation region where streamlines are closed curves levels, particularly in the first part of the interaction. The
is well visible, the size of this "bubble" being amplified ASM leads to a substantial improvement in the prediction
when the wall is heated. up to the reattachment point, which is located at about

The observed above tendencies are in agreement with ob- X = 180mm. But this improvement becomes spectacular
servations made for cooled wall situations, in which the after the reattachment where the prediction is very sat-
opposite trends are noted. In the framework of Chap- isfactory. The [k,e] model, though it gives results close
man's Free Interaction Theory (Chapman's et a)., 1958), to those of the ASM in the separated region, becomes
the streamwise extent of a strongly interacting flow can poor downstream of the reattachmuent point, with a ratio
be scaled by a length L obeying a law of the form: of two between the predicted and measured values. The

ASM allowing also the prediction of the normal stresses,

L 6;- _ _ _the profiles of uf2 are compared in Fig. 33. If we over-
C1 2 (M• - 1) / look a large difference in the region just downstream ofthe point where the shock penetrates the boundary layer

Thus, since heating the wall tends both to increase 6; and (station X = 160mm) - where both the calculation and
to decrease (weakly) the skin friction coefficient Cf0 , the the experiment are suspect - there is a very satisfactory
observed trends are in agreement with this analysis. How- agreement between theory and experiment.
ever, the real effect is far more important than that pre- Non Adiabatic Case. The wall pressure distributions
dicted by Chapman'n theory. So that an other mechanism plotted in Fig. 34 show that, in this case where corn-
must certainly he at work. It could be the thicknening of pressibility effects are larger because of heating, the ac-
the subsonic part of the boundary layer which permits a curacy of the two transport equation models is degraded
longer upstream propagation of the pressure rise induced with respect to the unheated case. On the other hand,
by the reflected shock wave. the algebraic model seems to adapt to this situation un-

3.2.3 Validation of Thrbulence Models harmed, which is probably due to its greater simplicity.

In the present investigation, the algebraic model of In effect, the parameters and relations defining the [k,e]

Baldwin-Lomax, the (k,el model and the ASM have only model and the ASM were defined for incompressible flows,

be considered, since they are the most representative and which could explain why they do not behave as well in

commonly used models for the prediction of separated those cases. The cause of the bad behaviour of the mod-

flows. Also, this discussion will be restricted to the inter- els could also be the greater extension of the separated

action leading to the formation of an extended separated region. The Baldwin-Lomax algebraic model, which is

region (case a = 8.75*), which is the most severe and more global and less accurate in the transonic domain,
r hence the most instructive (the complete results can be retains the same order of accuracy in the situation exam-
heonce the y, most ). intrctvined here. This p.- ves that the cxisting closure relitions
f n 1in the case of the transport equation models, specialized
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for low Mach numbers, have a lesser degree of generality exists a relative large number of well documented exper-
than the turbulent viscosity law of the Baldwin-Lomax iments to validate the theoretical models. However, one

model, should be aware that in almost all existing nominally two-

Comparing the mean velocity distributions for the alge- dimensional experiments, unwanted three-dimensional ef-

braic model (see Fig 35), we come to the same conclusions fects are present which can make questionable a precise

as in the adiabatic case though with a smaller error in the validation of the models.

localization of the separation point. The prediction of the In reality, though, aside from a few devices exhibiting
profiles in the increasing part of the separated region is symmetry of revolution, such as nozzles or certain types
good. The error on the external velocity at X = 150mm of air-intake, the vast majority of the flows of practical
(point of shock penetration into the boundary layer) no interest are three-dimensional. The problem of the inter-
longer appears at the next station. This error is in fact action then becomes more complex and, on the level of

due to an uncertainty on the outer boundary condition at our physical understanding of the phenomena involved,

this point. As far as the transport equation models are clear pictures of interacting flow fields are not yet well es-

concerned, the ASM having only be considered), all the tablished. The moat typical three-dimensional situations
observations made for the unheated plate remain valid, are:
on the whole, for the heated surface. The ASM is still - The swept wedge, which represents the situation met at
a model that performs best here, in predicting the mean a control surface.
velocities, with the [k,e] model. - The slanted shock creating an interaction on a plate nor-
A comparative look at the Reynolds shear stress distri- mal to it, which corresponds to interactions occurring on
butions (see Fig. 36) leads to the same remarks as in the the side wall of an air-intake. The shock is here generated
case where the surface is not heated: the Baldwin-Lomax by a sharp edged fin whose leading edge car. be swept.
algebraic model gives poor prediction up to the shock im-
pact, with gradual improvement in the reattachment re- - The fin induced interaction, the fin having a rounded
gion. The ASM yields a larger overestimation of the max- leading which can be either normal or swept. This config-

imum shear stress than the Baldwin-Lomax model in the uration reproduces any situation where an obstacle, Like

separated region. Yet the shape of the profiles is better. a tail, is placed in a supersonic flow.

- The transonic channel, simulating the flow in the region
That is the ordinate at which - u'v' vanishes is well pre- of the terminal shock of a supersonic air-intake or in a
dicted by the ASM throughout the domain, which is not compressor cascade.
true of the Baldwin-Lomax model, where a permanent The three first configurations have already been the sub-
shift is noted between computation and experiment for je tcree instigations have important sub-
the location of this point. The [k,e] model aggravates the ject of careful investigations who gave important infor-
former disadvantage and yields an error of 100% between mation about the structure of such flows (Sednay and

the experimental and computed levels after the reattach- Kitchens , 1977; Settles et al., 1980; Degre t and Ginoux,
ment. It must be emphasized that an uncertainty remains 1983; Doling, 1982; Alvi and Settles, 1990; Settles and

Dolling, 1990, to cite only a few studies on these cases; see

on the validity of the experimental results in the zone of also other Lectures of this Special Courses). Here we shall
maximum shear stress where the measured distributions concentrate on the fourth situation by considering an ex-
exhibit discontinuities that were not explained. periment in which the flow in a simple three-dimensional

- channel has been investigated in great detail.
The ASM predicts the normal tension distributions U'

2  In fact, investigation of three-dimensional flows is a com-
(see Fig. 37) quite well, except in the area between the in- plex operation since then the investigator is confronted
cident shock and the reattachment, where the maximum with greater experimental difficulties and with a mass of

level is largely overestimated. Interpreting these results, results whose interpretation can be a hard task. The
we must also take into account a certain amount of iac- present Lecture will illustrate this last point. Also, as
curacy in the measurements, far as the theoretical prediction is concerned, its possi-

All the observations made in the unheated case, concern- bilities are still limited although rapid progress is made
ing the effect of the Y-wise variation of the pressure in in modelling the phenomena by solving the Navier-Stokes
the region of the start of the interaction and at the lo- equations.
cation where the incident shock penetrates the boundary 4.2 Interaction in a Three-Dimensional Channel
layer, hold here too. As the heating of the surface has
the general effect of amplifying the spatial extent of the
separated zones, the errors observed in the adiabatic case The geometrical definition of the tested channel is shown

are increased, correlatively to the fact that the domains in Fig. 38. It consists of a converging - diverging section

where the Prandtl approximation does not hold are now with three flat faces, the fourth face (lower wall) bearing a

more extensive. In these conditions, it is probable that a swept bump. The test section is 120mm wide and 100mm

Navier-Stokes code would offer better predictions, espe- high in the inlet plane. The upstream part of the bump

cially with the ASM. is flat and inclined at 7* with respect to the horizontal.
This first portion is followed by a contour of variable slope,

4. THREE-DIMENSIONAL FLOWS beginning with a circular convex part having a radius of

4.1 Introductory Remarks curvature of 100mm, followed by a concave circular part

Although some issues are still unsolved for two-dimensio- with a radius of 180mm. The two circular arcs are defined

nal- or axisymmetric - interactions, the problem of tur- so as to insure slope continuity at the points where they

bulence modelling in separated regions for instance, the interconnect and at the points where they come to contact

physics of these flows is now well understood and there with the rectilinear upstream and downstream parts.
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The three-dimensional effect is achieved by sweeping the - Saddle points, through which only two skin friction lines
bump crest line 30* from the upstream flow direction. pass, with all the others avoiding the singular point by

The maximum height of the bump is 20mm and its length curving away from it into one or the other direction of

is equal to 355mm. The generation is cylindrical down- the two particular skin friction lines.
stream of the crest line (for a more complete definition The theory introduces also special lines, called separators,

of the channel geometry, see Pot et al., 1991). The in- which are defined as skin-friction lines passing through a

coming subsonic flow accelerates in the converging part saddle point. From a physical point of view, a separator
of the channel to reach a sonic state in the vicinity of the (S) is identified either with a separation line or with an

bump crest, which constitutes a throat. The flow becomes attachment line, according to the flow behaviour in its
supersonic downstream and then, because of the choking vicinity. Also, one considers separation and/or attach-
effect caused by an adjustable second throat, it deceler- ment surfaces which are streamsurfaces intersecting an

ates through shock waves interacting with the boundary obstacle along a separator (for details, see Dilery, 1992).
layers of the channel walls. The test set up is installed in The above concepts will be used to interpret the surface
the ONERA S8Ch wind tunnel already used to perform flow visualizations on the four faces of the channel which

two-dimensional transonic studies (see Section 3.1). Let allowed to draw the patterns shown in Fig. 40. These
us recall that the stagnation conditions are the following: diagrams, which represent certain skin-friction lines with
pressure : p., = 92000Pa, temperatue : T0, = 300K. the critical points of the pattern, have been established
The Reynolds number computed with the sonic state and from photographs and direct observation of the visualiza-
taking the throat height (80mm) as reference length is : tions during the tests, which reveal information that is
1.1310'. Under these conditions, the boundary layers are lost when the picture is taken. Here we will only examine
fully turbulent well upstream of the interactions, the flow over the bump (see Fig. 40a) and on the top wall

The four channel walls were equipped with a total of 597 (see Fig. 40b). The lower wall pattern contains one focus
pressure orifices, 216 being installed on the lower wall F, around which rolls up separator (SI) emanating from
bearing the bump, 181 on the top wall, and 100 on each the half-saddle point C, located at the junction between
side walls (for the pressure measurements, the side win- the lower wall and sidewall A. A second half-saddle point
dows were replaced by metal plates equipped with the C2 exists downstream of C, through which passes the
pressure tapping). The skin-friction line patterns on the separator (S2) which is in fact an attachment line. The
four faces of the channel were visualized by the oil film skin-friction lines coming from upstream that are flowing
technique. The field measurements were executed by us- between (S 2 ) and sidewall A wind around F, into which
ing the three-component LDV system described in Section they "disappear"; those located above (S2) continue their

2.1. The probe volume had a useful diameter of 200pm. way downstream. The spirals4 winding around F, are the
In the present arrangement, the blue and green beams traces on the lower wall of a tornado-like vortex escaping
were emitted in a horizontal plane, at an angle of -24* into the flow with the separation line (S) being the origin
with respect to the Y spanwise axis and the violet corn- of a separation surface that winds around the axis of the

ponent at an angle of +25* with respect to the Y-axis. vortex structure.
Thus the total angle (a + 3) is here equal to 49*. The On the top wall. two foci F4 and F5 are clearly visible.
measurements have been executed along 220 vertical sta- The separation line (S.) passing through saddle point Co
tions contained in 11 longitudinal planes, each comprising and spiralling around F4 and Fs constitutes a "barrier"
96 points: hence a total of 21,120 measurement points, approximately at the foot of the nearly normal shock (173)

4.2.2 Surface Flow Properties of the lambda system attached to the interaction (see Sec-

The skin-friction line pattern - or surface flow pattern tion 4.2.3 below). The skin friction lines that are corn-

provides a precious and indispensable help in the un- ing from upstream and that are contained in the domain

derstanding of the physics of separated three-dimensional delimited by the separator (S 11 ) passing through saddle

flows. A careful examination of the skin friction lines point C9 are going to wind around either F4 or F5 , de-

and observation of the critical points in their pattern al- pending if they are located on one side or the other of

lows with the greatest certainty to define the concepts separator (S$i) which carries both C@ and C9. One bun-

of separation and attachment in three-dimensional flows, die of these lines goes around the barrier (Si.) by curving

where these concepts are trickier to grasp than in two- backward abruptly. The skin friction lines from upstream

dimensional flows, divide into two families. The first, near face B, all flow
continuously downstream. The other, near wall A, sepa-

The interpretation of the surface flow patterns is based rates in turn into two families:
on the Critical Point Theory (Poincari, 1882, Legendre,
1956). Let us simply recall here the possible existence - Those lines included between (SC ) and separator (Spa)
of isolated critical - or singular - points where the wal leading to the saddle point Cse, that continue their pathdownstream.
shear-stress and rotational vector cancel each other out.Of these points we should distinguish (see sketches in Fig. - Those lines between wadl A and (SH~) that wind around
3f t e pa third focus F6 to form a "vortex" delimited by separator
39): (S 1 3). The skin-friction lines winding around F6 all come
- Nodes, through which pass an infinite number of skin from the node N2 at the junction between the top wall
friction lines, all but one of them being tangent to a com- and wall A.
mon direction. IV the skin friction lines are oriented to-
wards the node, then the node is a separation node; if In such a situation, (S.) can be associated with a well
they flow from the node, it is called an attachment node. characterized separation, with the fow in the vicinity of

(S) "leaving" the wall. Separator (511) is an attachment
- Foci, where there is no common tangent but an infinity line insofar as a little above (S1) the outer flow "dives"
of skin friction lines spiralling about this point. in the direction of the wall. This makes C10 a separation

saddle point and Ce an attachment saddle point.



5-14

The attachment line (S11) is the trace on the wall of an at- clear intensification of the interaction taking place on the

tachment surface (E 0 ) which is schematically represented top wall. There, the velocity profiles tlicken more and

in Fig. 41a. All the streamlines constituting lius stream- more while being "emptied", as one moves towards side

surface stream into the attachment node NSI coincident wall B. Even, a small but well defined portion of reversed
with C, on the wall. On the other hand, (S,) in the trace velocity is observed. This zone has to be correlated with

on the wall of a separation surface (Eq) represented in the surface flow pattern in Fig. 40c, which shows that

Fig. 41b. This streamsurface is made of the streamlines the skin friction lines are turned bacd between separators

originating at node No coincident with saddle-point Ca. (,q) and (Sn). Thus, there is a fair agreement between
Surface (E,) rolls up to constitute two vortical structures the field measurements and the surface flow properties.
- or vortices - whose trace on the wall are the foci F4 and - Very close to side wall B (plane Y = 110mm), the re-

Fs. These structures are tornado like vortices which es- gion of reversed flow resorbs itself progressively, although
cape into the outer field where they bead under the action the top wall boundary layer is still very thick. On the
of the flow. other hand, at large distance from the top wall, the ve-

The two surfaces (Es) and (Elo) intersect to constitute locity levels are still high. the plane Y = 110mm passing
the structure sketched in Fig. 41c. The intersection of outside the boundary layer of the side wall B where the
the two vortices emanating from F4 and F5 with the at- interactions are weak.

tachment surface (E,) gives rise to two foci contained in Mach Number Distributions in Longitudinal

(Eg) around which streamlines of (Es) wind to feed the Planes. The experimental values of the Mach number
vortices. have been determined from the mean velocity vector mea-

A similar description of the wall patterns in terms of sin- surements made with the LDV system assuming a uniform
gular points and separation/attachment lines can be made stagnation temperature, even in the dissipative regions.

for the other faces of the channel, care being taken to in- This approximation is well verified in transonic adiabatic

sure continuity of patterns at the crossing of the corner flows.

lines between adjacent walls. The iso-Mach lines relative to planes located at Y = 10.

4.2.3 Mean Flow Properties 30, 60 90 and 110mm are shown in Fig. 43. The plane

Velocity Field in Longitudinal Planes. The fields Y = 10mm traverses the interacting boundary layer of

of the velocity component in longitudinal planes XZ lo- face A which explains the spreading of the Mach number

cated at the spanwise locations Y = 10, 30, 60, 90 and distributions (peaks in the experimental iso-Mach lines

110mm are represented in Fig. 42. An examination of near the bump are due to erroneous values). In planes

these results show the following trends: located at Y = 30 and 60mm, a lambda shock pattern is
clearly visible. This pattern is made of: a leading oblique

- In the most upstream part of the explored domain, the shock (Fr), a nearly normal shock (r 2 ) occupying about
flow - which has become supersonic - accelerates because half the channel, in its upper part, a "leg" (F 3 ) consisting
of the divergence of the channel. Then, due to curvature of a very weak shock hardly discernible in the experi-
effect, the velocity is greater in the vicinity of the bump. ment (the important thickening of the shocks in the ex-
Just upstream of the interaction region, the boundary perimental plottings is due to the spacing of the measure-
layer has a thickness of about 4mm on the bottom and ment points). In plane Y = 30mm, the tracings reveal
top walls of the channel. the large region of separated flow starting from the foot

- Considering first the planes which are dose to side wall A of shock (rF), which was already detected from the sur-
(Y = 10 and 30mm), one notes that an important thick- face flow visualizations. This zone disappears when one

ening of the boundary layer takes place downstream of tends towards face B and is no more apparent in plane

X = 280mm. Then the velocity profiles present a large Y = 60mm. A separated zone induced by shock (F 2 ) is
deficit down to X = 310mm. This behaviour must be cor- also visible near the top wall, both in plane Y = 30, 60

related with the surface flow pattern in Fig. 40a where it and 90mm. At Y = 90mm the oblique shock (F,) is much

can be seen that the two XZ planes cross the separated weakened and replaced by a continuous compression.

zone comprised between separators (5,) and ($3). Down- Flow in Transverse Planes. The flow in (Y,Z) planes is

stream, a rapid filling of the profiles takes place. One will represented in Fig. 44 by tracings of the lines of constant
note in plane Y = 10mm the considerable decrease of the value for the modulus of the velocity component in these
amplitude of the velocity in the inferior half part of the planes. The explored region extends from Y = 10mm to
channel. This phenomenon is due to the strong thickening Y = 110mm in the spanwise direction, the use of the LDV
of the side wall boundary layer resulting for the formation system close to the lateral glass windows being difficult
of a large separated zone (see surface flow pattern in Fig. because of important parasitic stray light.
40c). An important thickening of the boundary layer also The first station at X = 230nr is located upstream of
occurs on the top wall as a consequence of the strong in- the first stot X d tm te str eamiofteraction induced by the nearly normal shock (F') (se the shock system. There, due to the strong acceleration
next section). of the flow, viscous effects are extremely weak so that thelongiudina fw cboundary layers are barely visible. The second station
- The behaviour of the at X = 270mm nearly coincides with the origin of shock

Y = 60mm and beyond. Then, on approaching side wall (r,), so that viscous effects are still unimportant. The
B, the thickening of the bottom wall boundary layer is third plane, at X = 310mm, crosses shock (F') but is
less important, as if an interaction was no longer taking upstream of the nearly normal shock (r2). One sees in

place. This tendency is confirmed by the surface flow the field the trace of (Fi), this shock being replaced by a
pattern of Fig. 40b, where it is seen that beyond separator continuous compression wave on approaching the side wall
(S2), the skin friction lines flow from the inlet to the oulet B. A region of intense interaction is visible in the vicinity
section of the observed field. At the same time, these is a of the comer line between the lower wall and the side



wail A. There, the boundary layer undergoes a rapid and The spot again appears on approaching side wall B (seeimportant thickening which corresponds to the vortical plane Y = 110mm). Here the pnenomenon is due to the
structure originating at the combination of the two half- penetration of the exploration plane into the zone of in-
saddle points C, + C2 (see Figs. 40a and 40b). The trace teraction between shock (r3 ) and the boundaz-, layer of
of shock (ro) is well visible in plane X = 330mm. side wall B.

The plane X = 350mm is very close to the transverse In brief, the maximum levels of k are reached in the vicin-
plane containing the strong shock (r 2 ), which can ex- ity of the wall bearing the bump and in the planes close
plain some erratic behavior of the iso-lines in the central to side wall A; i.e., in the regions where the interactions
part of the channel. The last plane, X = 390mm is well are the strongest. Then the reduced kinetic energy kin2,,
downstream of the shock system. One notes the impor- is close to 0.11, which corresponds to a conventional tur-
tant thickness of the top wall boundary layer and the large bulence rate equal to 0.33.
dissipative region still existing at the corner line between
the lower wall and the side wall A. In fact, as shown by Shear Stress Component u'w'. The spatial distribu-
the skin-friction line patterns in Fig. 40, this transverse tions of this component are shown in Fig. 46. The fact
plane still crosses the vortical flow comprised between the that the plane Y = 10mm traverses the thick boundary
saddle point (C1 + C2 ) and the node (N 2 + N3 ). layer of side wall A leads to a rather complex distribution

4.2.4 Turbulence Properties of u'w' which is first negative very close to the bottom

The use of the three-component LDV sytem has brough a wall before taking positive values. Close to the top wall,
large amount of information on turbulence, since the 6 dis- w takes only positive values which is in agreement with

tinct components of the Reynolds tensor were measured, the behaviour of this stress in a classical boundary layer.
So, to keep to this paper a reasonable size we will give the axis normal to the wall being here oriented opposite to
here a synthetic presentation of these results by means of the usual sense. From the plane Y = 30mrn and beyond.
tracings of iso-value lines and by considering only the tur- -

b u'w' is negative near the bump, the exploration planesbulence kinetic energy k an d the cross-correlation U I'wnag r t av ri g t e b un a y l y r of sd al A
these quantities being the most interesting (in the present no longer traversing the boundary layer of side wall A.
experiment, w is the velocity component along axis Z nor- The behaviour of u'w' becomes more "normal" with a
mal to the flat part of the bottom wall). rapid increase from the foot of the shock (1I7) and pas-

Turbulence Kinetic Energy. The iso-k lines in the lon- sage through a maximum (in absolute value) before a slow

gitudinal planes Y = 10, 30, 60, 90 and 110mm are shown decrease in the downstream part of the interaction. In the

in Figs. 45. The mode of tracing adopted emphasizes the other Y-planes, the region of high shear stress shrinks in

region of strong interaction where turbulence increases correlation with the weakening of shock (ri). On the other

much with a large correlative thickening of the dissipative hand, close to the top wall where the situation is close to

regions. For this reason, the thin incoming boundary lay- a two-dimensional interaction, the evolution of the phe-

ers will be barely visible. Starting from plane Y = 10nm, nomena with the spanwise distance Y is much slower.

the closest to side wall A, one sees a broad region where 4.2.5 Validation of Turbulence Models
k takes large values, this plane traversing the boundary Numerical Method and Turbulence Models. The
layer of side wall A where strong interactions occur, as re- flow in the channel has been computed by solving the
vealed by the mean flow analysis. In the present tracing, full time-averaged Navier-Stokes equations (Couaillier et

the iso-k lines seems to emanate from the foot of shock al.. 1991). The adopted time-marching numerical method
(ri) in the vicinity of the bottom wall, on the one hand, uses an explicit centered finite difference scheme applied
and from the region of birth of the compression waves to a finite-volume approach on a structured mesh. The
whose coalescence will form the nearly normal shock (Fr), mean flow and the turbulent transport equations are both
on the other hand. The plane Y = 30mm still crosses the discretized by using a two-step Lax-Wendroff scheme.
separated boundary layer of side wall A. The large "spot" The dissipation terms are taken into account according to
visible in the middle of the channel can be attributed to an Thommen's idea. The space discretization of the diver-
oscillation of shock (r3), the phenomenon being here ex- gence terms at each time step is performed by using an
agerated by the code used to compute the iso-lines which integral contour formulation. The source terms are evalu-
was applied to experimental points too distant from each ated at each step of the predictor-corrector scheme at the
other in the X-wise direction, centres and at the nodes of the basic cells respectively. A
For plane Y = 60mm and beyond, the region of high numerical viscosity is added to improve the stability of the
turbulence corresponds to the interactions of shocks (rli) scheme and to correctly capture the flow discontinuities
and (r 3) with the boundary layers of the bottom and top in the inviscid flow regions. In the present calculations.
walls. The size of the bottom wall interaction starts to the computational domain extends from X = -30mm to
shrink from plane Y = 50mm (not shown here) while the X = 560mm. Grid interpolation is made on surfaces con-
interaction occurring on the top wall keeps nearly con- structed between the lower wall bearing the bump and
stant dimensions. For Y = 60mm, the turbulent zone of the flat top wall. High refinements is introduced near the
the bottom wall is reduced to a thin layer whose thick- wall to properly resolve the boundary layers. The total
nesw decreases on approaching side wall B. This behaviour number of mesh points is a little less than 700,000.
agrees with the description provided by the mean flow. Two turbulence models have been tested (for detailed re-
The central spot disappears almost completely for the sults and a more thorough discussion, see Cahen, 1993
next planes, except the last one. This fact can be inter- and Cahen et al, 1993). The first one is the algebraic
preted, with precaution, as the consequence of a smaller equilibrium model of Michel et al. (1969) presented in
unsteadiness of shock (r 3 ) in this part of the channel. Section 2.3.2 . The original formulation has been modi-

fied to extend its applicability to three-dimensional flows
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and to treat the problem of corner flows. The turbulent In the upstream part of the channel, where viscous effects

viscosity is now given by: are extremely weak, the two calculations are in excellent

agreement with experiment. Considering the pa.t of the

flow where viscous effects are important, the calculations

Al, = p ID 2 1" where = curl V, using the [k.ej turbulence model are in 'ery good agree-\ J ment with experiment, especially clong lines Y = 60mm
and Y = 105mm. Major disc'-'pancies exist close to side

and the mixing length by: wall A where the pressure plateau is not captured by ei-

I= .ORStanh 0.41d ther calculations.

( 0.0850) Longitudinal Velocity Profiles. An objective valida-

In the above expression, d denotes Bulee .'s "modified dis- tion of the accuracy of the calculations is provided by a

tance" which takes into account the influence of several comparison of the velocity distributions across the chan-

walls in the case of comer flows and 6 is a "modified" nel. Thus, Fig. 48 shows the profiles of the streamwise ve-

boundary layer thickness (for details, see Cambier and locity component in the median plane Y = 60mm for tune

Escande, 1991). X-wise stations. The first profile at X = 290rm crosses
the leading oblique shock (rl) close to the bump. Further

The second model is the non-equilibrium Jones-Launder downstream, the trace of (r1 ), well visible on the profiles,
model whose boundary layer type version has been pre- moves away from the lower surface. Section X = 350mm
sentd in Section 2.3.3. The general form of these equa- nearly coincides with the quasi normal shock (r2) which
tions. with the low Reynolds number terms, will not be expl.ins a certain scatter in the measured values. Down-
given here (see Cahen, 1993). stream, the exploration lines traverse the subsonic part of

The accuracy of these models will be discussed by consid- the flow.
ering the same quantities as those already considered in The interaction between the top wall boundary layer and
the presnitation of two-dimensional flows, shock (r 2) gives rise to an important thickening of the dis-

Wall Pressure Distributions. Some pressure distribu- sipative layer. Close to the wall negative vaues of the u
tions on the four channel walls are plotted in Fig. 47. cop one aye ose t t w negative just u

On the wall bearing the bump and on the top wall, the- component are observed at X = 350mm. i.e. just down-

ses distributions are plotted along the lines Y = 15mm, extends down to X = 410mm where it vanishes. This re-

located near side wall A, Y = 60mm, in the vertical me- exon o w to X = ,10rem wh t vattes. obsere-

dian plane and line Y = 105mm, close to side wall B. For gion of backflow is in bigreement with the pattern observed

the lateral walls, these distributions are relative to the line(Ss) and its resorbtion with the attachment line(Sui).

line Z = 65mm which is close to the channel half-height.

These distributions first exhibit a rapid expansion in the In general, there is a good agreement between the com-

upstream converging part of the channel. On the bump puted and the measured profiles, the best resulhs being

the flow goes supersonic, reaching a maximum Mach num- obtained with th- (k, el model. It will be noted that the

ber of 1.75 as denoted by the pressure measured at the location of shock (ri) is accurately predicted. However.

wall. For the upper and lower walls, clear dif~erences ex- relaxation of the boundary la'.s, downstream of the strong

ist between the three distributions. Close to face A, one interaction taking place on ttn,- upper wall at the foot of

observes a steep pressure rise terminating the expansion shock (r 2 ) is ill predicted. even by the transport equation

process. This rise, which denotes the existence of a shock, model. As a general rule. most turbulence models tend to

is followed by a well defined pleteau. Further downstream, predict a too fast relaxation process, the computed veloc-

a more progressive compression takes place, the expansion ity distributions being fuller that the experimental ones

at the extremity of the domain being caused by the accel- and the predicted reattachment occurring too rapidly. In

eration induced by the second throat. The shape of the the present case, the computed profile at X = 390mm
pressure curves is typical of a transonic interaction with is fully attached, whereas the measured profile still has a
shock-induced separation, the rapid pressure rise being backflow region. Also the thickness of the relaxing bound-
associated with the separation process, denoted by the ary layer is widerpredicted.
separation line (S,) observed in Fig. 40a, and the pres- Turbulence Properties.The profiles of the turbulence
sure plateau with the large vortical structure extending kinetic energy k (normalized by a21 ) in 5 longitudinal
between Ci and C2. planes are shown in Fig. 49. In the most upstream sta-

in the median plane (Y = 60mm), the first pressure rise tion, at X = 230mm. the turbulence level is everywhere
is less rapid, the amplitude of the compression being how- low, except inside the bottom and top wall boundary lay-
ever more important and the plateau having disappeared. ers. At station X = 270mm, we note a rise in k close

A small pressure jump is observed at X close to 300mm. to the bottom wall. This peak is produced by the start
In the immediate vicinity of face B (Y = 105mm), the of the interaction between the bump boundary layer and
compression which follows the expansion on the first part the oblique shock (I's). In the vicinity of the side wall

of the bump is now progressive, no "separation shoc"' A (plane Y = 10mm), very higii levels of k are measured

being observed. The pressure rise is followed by a moder- downstream of X = 270mm (note the change in the scale

ate expansion which is terminated by a weak shock. This for profiles beyond X ý- 270mm). These important val-

pressue distribution has to be placed in correspondence ues of the turbulence kinetic energy are correlated with

with the surface pattern observed in the vicinity of face the strong interaction taking place on the side wall A in

B: in this part of the flow, the surface pattern is free of this region. The [k,e] model reproduces this behaviour,

critical points and separators. although the predicted levels are below the experimnental
results. In the same way, the rise in turbulence oc. ring
near the top wall because of the interaction produced by



the shock (172) is underpredicted, especially in the down- In spite of its great and numerous advantages, LDV suf-
stream part of the interaction domain. This behaviour fers from shortcomings which restrict its use in situations
of the theoretical turbulence profiles has to be correlated of great interest. Seeding of the flow remains a critical
with the evolution of the mean X wise velocity distribu- issue, since LDV measures in fact the velocity of parti-
tions presented in Fig. 48. As already mentioned, the cles. Thus. in regions of high acceleration, or retarda-
classical turbulence models tend to predict a too fast re- tion. particle lag introduces errors which prevent the use
laxation process behind a region a strong interaction, thus of LDV in the immediate vicinity of a shock and render
a too rapid fall in the turbulence levels and a too rapid turbulence measurements suspect if the frequency of the
filling of the mean velocity profiles. The measured pro- velocity fluctuations is high. Time scales. or power spec-
files located at X = 350mm exhibit a bump in the k tra. measurements with LDV are still largely impossible.
distribution at some distance from the top wall. This except at low frequencies. mainly because of the difficulty
phenomenon, which is completely ignored by the calcu-
lation, is in fact due to a slight oscillation of the shock to properly seed the flow. The problem of particle lag

(r.2 ). put also a bound to the maximum velocities which can be

5. CONCLUDING REMARKS measured, all the attempts to use LDV in high Mach num-

Laser Doppler Velocimetry offers an unprecedented tools ber flows (above 4) having failed. In spite of important
toLinvstigater ceompexturbulent flof s ovr ap elcdntyedtoos progress, velocity measurements very close to a surface in
to investigate complex turbulent flows over a velocity do- tangential approach (e.g., below 0.1mm) are not possible
main ranging from low subsonic values up to several hun- - especially in three-component versions - which is a se-
dreds mn/s, the maximum practical limit being now around rious restriction, since many things occurs in this part of
600m/s. Both two-dimensional, planar or axisymmetric, the boundary layer. The frontal approach of an obstacle.
and three-dimensional flows can be explored without the gives rise to parasitic stray light making measurements
perturbating effect of classical probes. With the advent of impossible below a distance of the order of 10mm. ac-
LDV, it has become possible to investigate in great details cording to our experience. At last, but not the least, high
and with a fair degree of confidence shock wave/turbulent speed multi-component LDV systems are still costly and
boundary layer interactions whose study was until then delicate to operate which is a strong restriction to their
hampered by their high sensitivity to perturbations, es- general use. We have to hope that, in the coming years.

pecially in transonic streams. With LDV, it was possi- most of these limitations will be overcome.
ble to establish a clear and reliable physical description ACKNOWLEDGEMENT
of interacting flows. including mean as well as turbulent
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TURBULENCE MODELLING FOR

SHOCK WAVE/BOUNDARY LAYER INTERACTIONS

SPECIFIC ISSUES AND EXAMPLES OF APPLICATIONS

D. Vandromme

Lab. de Mcanique des Fluides Num6rique

CORIA - U.R.A. - C.N.R.S. 230

I.N.S.A. de Rouen, France

1. INTRODUCTION

Since the pionnering theory of Boussinesq /1/ and the first application indicated by
Prandtl /2/, turbulence modelling has been continuously improved in order to allow effec-
tive prediction of turbulent flows. Since these early contributions, various methodologies

were worked out to account properly for "complex" effects onl turbuleice. Among oth-
ers, these "complex" effects are caused by curvature, body forces (gravitation or magnetic
fields), unsteadiness and variable density. In fact, in real flows situations, it is often dif-
ficult to separate these effects, and the prediction of a flow configuration of industrial
interest must always combine the simultaneous treatment of several effects. Depending on
the application domain, some effects can be considered as dominant which allows neglect
of others completely. As an example, geophysical flows in oceans are dominated by strati-

fication and rotation, while compressibility or solid boundary effects can be neglected. In
contrast, flows around an aircraft fuselage in real flight conditions are strongly influenced

by compressibility and wall effects and not at all by gravitation or rotation. Because of
the requirements imposed by a wide variety of industrial and aeronautical problems, one
of the biggest challenges, during the last few years in the field of turbulence modelling has
been the correct accountability of the variable density effects. Variable density can have

different origins, which can result for instance from: i) the mixture of gases with different
density, ii) a temperature gradient within an homogeneous fluid. iii) compressibility in high

speed flows, or iv) reactive flows (for instance flames, chemical or gasdynamic laser flows).

Unfortunately, until now, only a small fraction of the modelling effort has been devoted to
these flows.

From an experimental viewpoint, the first works concerned equilibrium boundary layer
along adiabatic smooth walls /3/, /4/, /5/ or compressible wakes /6/. These works led
Morkovin /5/ to postulate that the dynamical field behaves like an incompressible one.

From a different approach, Laifer /7/ canie to an identical conclusion. Thus for some years,
compressible problems have been handled with incompressible models, but with allowance
for variation of mean density. The limits of such extensions are now beginning to be
better understood /29/, /30/. Bradshaw /8/ reviewed the various domains of validity for
Morkovin's hypothesis and notice•d that it applies to flows where the density fluctuations
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aremoerte Oviusythis exlue hyesoi boundary layesv l 3 n h

flows with strong pressure gradients such as shock-turbulenlt boundary layer interactlon>ý.

Bradshaw concludled also that this aplproxinmation is not well suited for the superonlliC
shear layers. One of the conclusions of the 1972 Langle- i~ree Shear Layer C'onferenice /9/'
confirmed that all then existing turbulence models were not adIapted to the predo-ict ion of

this type of flowv.
Concerning the modelling, a liniited nainiber of significant results have been ol ta 'aned

so far. Most of the works cons'st in an analysis of existing incomnpressiblec models, lvaf lilar"
to an extension toxx ardls comipressible flows. assuiiniiii that the cxistenlce of it variable dell1
sity' within the equations was suifficient to rep~resenlt *oirrec-tl> thle comxpressibl aity effect,

Nevertheless. iii presence of severe p)1C55li,- gradlient s. thiese iiiodeL, (10 not produlce sat-
isfactorv results / 10/. /]1/. 11n order to evaluate t he resp)ect ive jil)' at aijees of varilalbb

(lellsitv, and strict compressibility, Brown and Roshko /12/ studllied exl)( imlincually thle 1 e
liaviomir of at lowv ,peed mnixing- hiaer with variabl e density (heli inn nit r( temi mIlixhing ) Tlwy
(1clclldedl with it coiiplete indlependence of the umlixingt layer spr-eading" r-at e with re-p' rt

to the (elesitv ratio. briiop-iii _ back the problemt to comp11 ressibility etffct,

2. BACKGROUND ASSUMPTIONS
As a startingy point. for any flowv calculatlonl, there are the Navier-Stokes c((jlatiolls".

But. (due to the large Reynolds iiumtber value of t ur-buleait comp11)ressi ble flows. it is 11ot vet
conceivab~le to use direct simulation or eveni large eddy simnuhktion .Nithl subgrid scale imno'l-
ellng for p~rac'ticail flow.\ caiculations. TIhe first compijressible t urbuleince dlirect siinulatio~i
was reported in 1981 with Feiereisen's thesis /13/. At that t inie, tie cost ef a single suni-
ulation for a 64x64x64 mesh cube with periodic boundary condlit ions and constant shear
was about 20 hours of CPU time onl thle ILLIAC IN' computer (which had performnlmces

comparable to the Cray 1S machines). Even though simulation techniques are improving
rapidly, we are stil far from being able to predict coiinple-- compllressib~le flows withl si-
inultaneously shock waves, separation rnechanismls and eventually mixing and s tronig heat
transfers. In fact. since Feicreisen's wom k. compressible t urb~ulence simul at ions have been
mostly devoted to 2-d config irations /16/, /28/, /104/.

To cope with this difficulty, it is preferable to work with a modified form of the Naviel-
Stokes equations. Rather thamn trying to produce a set of possible realizations and averaging
to have a solution for the meani flow, the instantaneous Navier- Stokes equations canl be
submitted to a statistical treatment first, and then a single solution will rep~resent all the
characteristics of the mean flow. Then, the solution does not carry any information onl the
turbulence fluctuations. The averaging j1rocess canl bew considered as a filter. Nevertheless,
turbulence information is still ,valaib~le through new sp~ecific turbulent variables which are
correlations between fluctuating variables.

2.1. Averaging the variables

But let us examine more deeply the implications of this statistical treatment by defin-
ing the probability (density function (1pdf) for f to be insidle the interval [a. b].

Probability (a < f :• b) = J.P(f) df 1

That~ uetinit ion imp~lies naturally that the p~rohbability becomles equal to unity if a anid
h eit ~~~me towardls -oc or +0c:



J P(f) df = 1 2 - 2)

Thus the first moment of this pdf gives the mean value of f:

< f >= J f P(f) if (2 - 3

in practice, the possible variz-ions of < f > in spac, and tije will dhpnld oniy of
the behaviour of P(f). In place of this statistical average, which is fornmally an 1sliun
ble average, it is possible to substitute a time average if the ergoicity is verified. This

requires a clear definition of the time involved by the averaging operator. Indeed, all tOwe
practical turbulent flows are neither steady nor completely honiogeneous. Therefore tie
averaging intervals will have to be bounded, both in space and time. These intervals must
bc sufficiently !arge, compared to the characteristic scales (,f the tril l leuce 'lit also simmall
with respect to the macroscopic changes of the flow. LO T be a bounded time. the time
average can be defined as:

< f(t) >= - T (-4)

The definition (3) yields, for two random variables f and g. the following relationships:

< f+g > -< f > + <g>
< f.- < g > > = < f > < y,, > 4 < > ~ 12 -5•2-5)

(If (I<ý > ý > E x-2,

Boussinesq / 1/ and Reynolds / 17/ established incompressilble flows equations by ap-
plying this time averaging to the continuity and momentum equat ions. To do so, quantities
such is velocity, pressure or density are split into a meai' and a fluctuating component.
This method was extended to compressible flows by Shubauer and Tchen /18/. Hinze /19/
and several other authors. When compared to the instantaneous equations. the averaged
equations contain new terms, which have no counterpart in the original equations. These
new terms are made of correlations between velocity fluctuations or between velocity and
density fluctuations. The velocity correlations are the Rleynold.- stresses and( represent the
forces due to the turbulent agitation. Evidence of these new termns can he obtained quickly
by examining the continuity equation for a variable (lensity, flow:

O + a--.(,• 0 (2 -6)
at Ox(,

p is thc density and U0, are the velocity components with respect to the a direction.
Splitting of these instantaneous variables into mean ( ) and fluctuating parts ( )' yields

=P + P' (2- 7)

and the first conisequences of the definition (2 3) are
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/Y=0

•=0

Thus, after averaging, the continuity equation is:

The averaging process has introduced into the mean cold iiniiry V qultioll thi lt'i," Vaii-

able. p't, . Therefore, the closure of the simplest -,et of 1ean t'1 iia t i )i will beii liinkd at

least, to the knowledge of these correlations. Other authors (H-,-seleh rig /"20,. Dhl, atiil

and Wehrle /21/, Van Mieghen and Dufour /22/. Bl'ckadar /23/ anui Fav 24,, /24", hilva

derived mean equations by weighting the averaging operator with the iln-t ant aniji),iiu, It'll

sity. Later, Favre /25/ extended that formalism to all the dlendiln, vxarial,'>. tlxc'pl~t 1Lh.

density and the pressure.

That type ()f averaging can also Ibe formuiilated statisticaily like ani ((itinary irIat

average. by introducing the joint p.d.f. P(p. o) for o amid J). o being any ,hlpeiid'eit v\ti1;1 -,
lbesides (tensity and pre~sur, (5c for inst alice Bilg~er /2/ ). Let is th'iei' a dhnliitv i Lh',tC

pdf for a variable o:

P(O) P- /P(). o)dp ("2 - I)'

Thus mass weighted averages. eovariau'es and higher or, ler ilt)licit,. , s;,ii 1 t dtietilcl

simply froxm this density weighted 1)(df as:

PO 0. P( ) do

-2 0.2 (2- 11)o " -P -] ( o- o) 'P (o ) d o C- l

Po /1
--r P (to- o)3P(g•,do

P

and also f( o) f f(oP) P(o) do
In fact we can consider these two possible types of averaging siiniltainetusly:

1) the classical time averaging based on a centered operitor:

0 0 + ( '

2) the mass weighted averaging, which is also a time averaging, but tucentered by the

presence of the density:
0 0 + 0'

-- (2- 13)

P

From the definitions, it is easy to derive a set of relations linking the two formalisms

/27/:

a L
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An immediate advantage of the Favre averaging appears when writing tihe mean con-
tuimity equation:

Op Opxc,-+Oxr,,-0" 15

Equation (2-15) has now a form strictly similar to its instanltaneous vrsi( m. n,, the
density velocity correlations do not appear explicitly. Similarly, all the coi',nwctive parl"t
in the motion equations are free of these density correlations. Thus the ina.s-weiglited
averaging is helpful to simplify the formulation of the turbuleht eqquat iis when denisitV
varies, but it does not solve the problem of closing the set of equations. Two significant
drawbacks are to be pointed out here:

The first one concerns the interpretation of the results when coml)aring ineasulreiicnts
with calculated values. The mass weighted velocity, for instance, is well adapted to coni-
parison with hot wire measurements. but not to the velocity obtained from a LDV device
for which the centered time averaged quantity is more appropriate. Analogous remark
could be made for heat flux or concentration measurements.

The second remark will become more obvious later, when the equation for the c(o-
servation of the dissipation rate of the turbulent kinetic energy is written. That equation.
which is recognized as a weakness of several turlulence miodels is already complex in in-
compressible flows. Excepting the case of the convection terms, its formulatioin ill mass
weighted variables is still more complex, so that there is no hope to model it in a term-to-
term manner and only a "global" modelling have been succesfully is'd(l so far.

2.2. Open forms of the turbulent equations

Introduction of Favre decomposition and time averaging the equations yields forms
which are open. The expression of the new unknowns is one aspect of the general lprol dem
of the closure. As natural convection will always be negligible in front of forced convectionl
in the applications presented at the end of "hese notes, buoyancy terms are not inchided
in the following equations.

2.2.1. Continuity or mass conservation

The instantaneous form of this equation is:

of) a
- + 0 t2 - 16)

The time average produces a closed equatioti similar (in form):

Op 0
(2- 17)

Di Or,
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2.2.2. Momentum conservation

Inistanitaneouis foriii for theu lC f ()jomponet i1S:

with tilte viscous" striess dlefinled I-) (11a-smnhiillg that thle St okes Law 1. vcrific '2p~ - 3

-p(4 o. S-t- 2 19

p is the pressure. ý(-, is t he 1K1ronecker symbol an1( it thle 1I00IBleliffrv~c-i coe(flcciq t.

oJ corresponds to the strain tenlsor for a nnsil fluid:

(OVO ± c' 2 ) -2
For turbulent flows, eqIuationi (2-18) become,:

o 0 a. .. IS

(p + X 5 (/ 4 ( 1
at ± j( Xv)-~~ 'I~o -03.0~ (iS 1, 2-2

The ziIw terinl. which is (ilie to thli lionl linearity of the cvcte m thi !le flevia lols
stress.

2.2.3. Energy conservation

In compressible flows. thle pr1essure is related to thle specific hit erimal enierogy anid to t lie
dIensity by anl equation of state, which Canl be wriit tenl as:

])= (-, -l1), (2-- 221)

The total enlergy per mnass immut is definied as:

The conservation of t his quant ity follows" tble b~udget eqimat iol:

+r 3 (Q3) (2 - 24)

The stress tensor (70 is deffined as p~reviou~sly. The hecat flux is evaluated according
to the Fourier's law ats:

Q'I K OT(2- 25)

After averaging, it comles:

(p (p v" 0 (P E") + iia,?)- (2- 26)



The iie,. terni itp~)tidrineig, liit fil,, tj eq a tion )Ii rcliiii zct rie t 1 w i ~t i t, flit, it(al i ~
by lie turbulleit miot ion. Similarly. averaging th cliteuation of ,t atc t 2 23 1 make., olvioit tii
the cont ribut ion of t he t urbulenit kinetic enelrgy ill tili, totad(lltnrgy 1 hlid,_et:

E + ±+ 2- 27

with 4.

For f-lowvs in which strong heat tranisfer rather than strict C0oinpre>ý-,lilultY tffect- r
p~reseilt (a typical example is a turbulent flamne). 'It is miore Coniveniient to) Wrijlte the energy
co nservat ion through the ent halpy tranlsl)ort equtat ion. For conistanit >lI)t tifit lItat. tlit.
cuithalpvy is related to the tempjerature field its:

The ins'ut antaieous budi~get eqluat ion I'l:

o a (p) O+ 00

at Ox.1 Ot 0. O.I

wxithI Q~ , the heat flux in the xr3 (lirect ionl atid 4D. thle tlissij)ltP it i finirt 1)it tif~ic tt netI a:

~+ 9 . - 99

After averaging, it coilies:

-p)+ jI)( =_~vh -. f~e ) + + ~i +7 2 - :30)at ax0.1- 3  +at ox . ' ax., Ox',

7,is definled flow ats at liieaii dissipationi:

p [S; () 2+ ~ + 2% ]2- 31)

9.9.4. Species or scalar conservation

For the case of mnass fraction ri, we have ani inst antanieouis adlvect ion (diffuision. equat ion
with non-zero source ternis for chemiically reacting flows:

a aa
-Pcj ) + -(p ?', car (JI) +SI (2- 32)& 5X3ax 3

wvhiclh becomes in t ii urblenit ft rni:

(P 6) + (1rj 6 G)I/ - i, py + 0 ( ,+ SI (2-33)
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This last elluatioll caii be tisedl fo ;tiil- scalair piovit 1(11 rlt the lilt rj t' ict t ioii of thc

diffulsion terml is correct ly ludl.lertood. III the sptecitic ctst, "t thleiia" tract int lk.l t lie rTC11

JI11 represents thle (diffusionl filix of tli he pck-e', alo~ng thle dirt-ct i(l Yi i ii1 b-i tit itAtl(1 kit"ti

moillecuilar agitationl.

9.9.3. Energy paths

To illustrlate the liiiilicat ions of averaging coiinpr >ic-,lbt flot cWtquiat t it u. a> n fa> 1ý Ctict

budget is concerned, figure 1 skett llt' the varoious pat us taktii lkv eli-eiv 1t t ll

moit ion, turbulent motion anid fluidi. Undi~er the tliree lieadt'rs (et )rresp Ill iliii, it11 61'l\

li te ineai andl t urbulenit kinetic enlergy andl to thle fluid ilit t iltld tiiit'*i-.VtitIi t ý, ~t
terims are, displayedl wkithI arrows to show the possil~ derraiisfelr lilt ýchiaiiisiii'.

MEAN MOTION TURBULENT MOTION FLUID

0

1)uC I I

7k Xý- +f

22

Figure 1: sketch of energy patlis

Boxes 1 and~ 2 correspondI~ to reversible wo~rk donle under thli act ion of lre..suii fielt 1.
Boxes 3 and 4 are related to thle Irreversible t ransforinatiloli of niechlaical eii('rgy inito i) at.
because of the molecular viscosity. These tel-ins correspond toI thet (lissilat ionl of iiieanl and
turbulent kinetic energy. Box 3 5 tilthe classical transfornmatio~n of mecan kinetic eiiergy into

turbulent one,. The terin appears with different signs iii both equiations. It is' a sinik term

for the mean miot ion andit source (pIrodultctioni) for t he turb ulenit motion. The transfer is

mostly d101ne from large scale to smaller. But it can happen t hat inverse cascade (negative

p~rodulction) exists locally. This lpoinit requires a very careful at teiition ill niodelliiig when
the sign of the t~urbuilenlt energy piroduict ion ternis is forcedI to be jpos-itive (eddy vis~cosity

m~ode~ls for instance).
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3. ALGEBRAIC TURBULENCE MODELS

As shown in the previous chapter, thle t line- averaged c'qua tiot iii f n1oi' tI i n i

new unknown termns. In order to predlict t 1w iiieai velocityv uli~t i luio (,I tic nit in-iI

temperature distribution, it is niecessarv to mnake ain asý,liiilt ionl or hfiii a1 I ait (I ~i th 1h)it hI
for the Reynolds stresses andl the turbulent flux termns. The mloe genlt ( , i. i ()I(-tllttjtt

has been, for many years, to establish anl analogy between th ito, antd uI tII hliIt
stresses. Then a linear relationshipl is assumied between thle t urluiiltiit '4 t~ at tilt, hitI luh

strain tensor ( Boussinesq. /1 /). The turbulent counterpart o f tilt, Ncwt(Il LIt tli, lw i>Witt-li

as:

( Ox 3 3~7~/~

The second term of the R.H.S in equation (3-1) corrtsoimtl> t(, ttiol 1 )lk ti1lttat ion
existing in comp)ressible flowvs. The last tet'ii i, which is lia ra~tertt ic '4i' tf u tw 11iii týilt Ii

formn, allows thle trace of the Reyiiolds strness tet'isor to be differuent frot l /t '' _111 h;t~t
contribution p~lays the samie role as the pressuire iii thlit kinietic t~wiit 4 ilV ii - ;I- lit 1141i1

of the normal stresses.

All terms of the RH.HS of (3-1) are knoiwn. but lit, H it' tnui dilleil ~titValit 11( k. 111

turbulent kinetic energy. Sinice the 60's. a large nuniibt'r o~f tcct'i iitpts hiavt 1 ci,' 'ii.l(it r

or less succesfully. worked out . Aiiinig thlieni. it is possible to 1ýt iirilglii~i tw' s peii'iaI

approaches. The first oiie relies on local e'quilibriuii ide(as~ to expIirt5>t i 'theltit t Iinalit ulit

viscosit: coefficient iii ternis of known quiant it ies of the ineaii t1 .>ic ;I, atit'liltal

velocity gradient or somie integral boundary layer lmt 'tenot'i or e th wi a lt \illtlitaite
This approach is referred to as the class of algebraic t urbiultencte tinodIcs A kjitiwnvi >li( tt -

cut of these methods is to neglec't the energy teriii Iii (34) for th lit iiliplt rt'a~ 'i tha~t
the energy level cann~ot lbe accurately est imatetd. The' seconda apprtoatchi whichlitllitteiiis
to be more general is to evaluate the v'isco~sity coefficient from thlit rate t'of chanige' of thli

Reynolds stress in the governing equiatio~ns. The predict ion mnethlods wlvt'i;h i1it theiose idteas
are referred to as tranisport equ~ationi methods and will lbt (list'isi-'(le in thet next tchaptter.
In fact, they reduce to the algebraic methodls when all thei transport tt'riiis are' siiiall. i.e1
assuming local equilibriuni betwecen generation and(l dstriict ion of t tIlurblenIt t'iingx

Cebeci and Smith, /31/).
Fromx a simple dIimensional anialysis, thle t urbulent kiniitia tic vlst't sitv appiears to be t

the product of a velocity anic a lengthI. foi' which at ~tprope ('ltoice Is noi t anl tasv, task.
In order to gain a generally applicable formiula, Praiidtl p)roposted his well-knoii~ii mi1xing
length theory, according to which the Reynolds stress is calculated (for boundary layter
type flow) from:

Pi I Ou21 (3 -2

Oy

The "mixing length" I is of c'ouirse a. quantity whose value has, to be dleterminimed. For
wall shear flows, Von Karnia~n /53/ suggested the following relationshiip:

/it =PK(~ (3-3)



K bei IIg itIle iliiversal;t cmns t aIIt 4t If It ýlIe Iate ý it'nt. E( Iiia I( iois 3- 2 ) anIId 13-3 giv, YtIciicritll

very g' ) a 1 restults, InI hizi shear flOW NOs WDi'e Mi ictlu ilt I Ij>5i1)iit i a mcchi iltisIfll> Mcs

approsximiat ely I aiaiced ( local eqltilbiiIIri thu

13es1(les; thlese two original proposals. it I., wo(rth Ini iet isuijiig t ws hIs- 1!itl

for thle edidv vISS'O(sjt v:

"* Thet Taylor Volt jeity transfer theory. /34/. lit this s pr)Jp )a1 fis ii, 1915. 'It Wit.,

smuiled t hat huinj1ps of flulid 1)re'a'rve their Vsn ervIII t irbitcint fti w. iniste'tad f "i!

na stileliilt 111, as rec,()tnlillt nIell de )v Piatidt tliit'm v:

"* .. ýs'iimin-uii that the dIinie'i-isnI(Is of the Ihillil> 4t fill '. \Vlicii ill(,\"'li !ii1\l

(liI55ti(gu iduiling tillrlm~culet uiiit P5ftu -aursd ountiisl 1 x ifd d
the uuiin,/one1. Reichiardlt /35/ lsr~sI()s:-e( the t4)liowiIP2. dep-1 cuilcucv:

whlere K1 dviuptr- a dluiiiisioitIles.s llliI1tIcei to he(It c lc'iliities cxexItiuiislltahlv., ;Id 1) i"
a eltarpeteisti t raulvsise (liiiteiisiot~i 4 )fthle Aheatla ';1\ I.

Itfohlowvý. front s'(jlatimit (3-5) that lit usuiiaiulný couilt;m~t over(, tip'wp c \vl~ltlio 4 I'h

shevar Zotte. whereals the lpreviolls pis t)( wsas (eqiialla r iý3-2 ) (:3-:3 1 ;iii :3-4 )) uiplU\ thLat

it shot ild vary evenl if the length sc'ales are- asý,lilis(1stitdi Fuitlicimup 'i. s'xLpiliuiiet~itl

reIsults ( Kiebaun ,ff. /32/ ) indicate thait, inl the wall ict-i n (1 < ill'-- 0115 0.20). th eddyss l
VIss'oslt V mni nniuixig leiigthI varyv hiiuearlv wits tilie wa.;ll dista usic . BsothI vtra iale' a )J 'at
to have a unaxiintrun value soniewvlp'e betweetn .1//s = 0.2(0 ans(I si//sý 0.30. ('onsepueustlv.

a reass )ialle appri )XIItlatio)i1 for thlese two) (riauit itic I is's ' ii tlile 1111151 l caltj 41sl be written l~

1¼ " Il b~ ( (:3 6)

/ K 3 (3 7

where K is the uiniversal cotusta lit 4f \oi Khan1iiaii. 5'Xp)4'11citilt;Itllyt srýIlll to )4ii hci ' Ih i~ttig)'

of 0.40 - 0.41. \arFIabie' 11u is a caracterist ic scile of tie velocitV lc a oi.fsS

greater than apphro~ximuateliy 0.20. t~le s'slsl visceosit y 1 tei os0)s dc'sls'as ' ])4s~lV. it I lie
mlixing07 length reiiiaitis uiorV Or lcs's cm'oitatit, so( It catl be aippuox\iiiiats's by:

1/ss -= coll~t. (3--S

whierie thle cms'ouiiat varies, frontl 0.0-95 It) 0.090. dlependinhtg ()11 the' dcfiluit is t of 1)4mtltidaIV
layer t his'kiiess o).

So fa I exauliitla tis i of t lie eddyv Viscs .Isitv es efhcitilt an th1 le tinitigl) leu igt I have a h~s wed
making (list invi('oii; of twv( dlifferenlt /5 )1Its iniside thle l)01i1(arv layer. thes innuer zonie for

s/'< 0.2 and( the outcsr .s'etv0m1 sls('whiers. InI fact. solue (cauit 1 ionimst he5 taken for thec
l() aIIt-'a t ilie'lt of t is 01 itetr re(gl(isit As the4 free si rca in Is, ai IJr mcied14'. t lie t 1urbu)Ilence'

becomles lilt eruiit tent . i.e. fo r suilv at fraction T of thle uen i~s th1e4 flow nil 11 ilstit. Tliis, is
tiot- a f'a t i ir''5I 14 ui~e 4Xi the unqu wal )uidla rv layesr. Indi15eed. thle sain 115'lictt )inc'i5 Iti cani be
Observedi iii free shevar flows / 12/.



The on-anil-off character of the t urlhulenlce is a (Ilrect coIlse( lielce of thel lit erujlit tt iicv.

From the exlperimnental results of Kiehanoff /32/, it cani be seeli that. for values- its smxall s

y6= 0.4, there are intervals of time during which the flowý is t ridv t iirhuih lit. separatedl
by lamninar features. These features last longer with increasing distance fromi the wall.
Obviously, outside the boundary layer (,y16 > 1.0), it is also 1 )os"Ible to) fiiid M)Iile tuirbiileiit
fluid packets, penetrating the free stream flow upI to y16 ý- 1.2. The interiiiittkrýIicv factor.
i.e. the ratio of the turbulent time with thle total timec, (-an be correctly ap~proximated by
the expression:

F =0.5 (1 - erf (5( -0.78))) (3-9)

3.1. THE CEBEGI-SMITH-MOSINSKI MODEL

This model is anl extenlsion to coil Ipressible flows of the Cebeci- Smlith mlodel. Its-
basic philosophy is to make a cohierent combination of the local approxinmations, which
have lbecii re-ieweel above, in ordler to build up1 a genleral imiodel for thl((esci~ o of

the whole boundary layer. The (list ribut ioll of the mixing length 1 c-an be iiiaole withI two)
separate functions. InI the fully t urbulent p~art of the inner region. I is propo rtioiial to yI.
thle wall (list ance. and in the outer zone, the tuirbuilent lengt li scale Is ý, t lhe bomundary laver
thickness. Therefore:

l~fl < Y <Y (3- 10)

w.Nhere the Yp. value is imposed by the required corninuility of jracross the two zones,
According to the review paper of Escudier /36/, the 1u' ranieters K and (11 c-an vary slightly,
but reasonab~le values are 0.40 and 0.075 respectively.

As a (direct consequence of this compjosi2te deffini tioli. the eddy viscosi tv /it also varlies

linearly withI y inI t he inner region and is neryconstant (except for th lie iterlmittency ) InI
the outer region. Its variation across the boundary layer (caln be conveniently describedl by
the following formulas:

j.(p)0o (I iUrinar 6 /( 1 + 5.5(2~)c)): ye < y <

Although it varies slightly with low momentum thickness Reynolds numuber, the pa-

ranieter n is generally taken as a constanit equal to 0.016S. Equations (.3-11) are dlesignedl
for the fully turbullent part of the b~oundlary layer, but nlot for the laniiimiar sulblayer and the
buffer zoneC close to the wall. Ill order to make thenii applicable over the entire boundary
layer, they must be miodifiedl by using empirical expressions, such as the one proposed by
Van Driest /37/ in1 which the mnixing length becomies:

I Iy (- exp( - 1) (3- 12)

III equation (3-12), the vanishiing character of the eddy viscosity at the wall is takeni
into account through the utse of a dla~mping length constant .4, defined as:

I/

.4 =26T (3-13)
,r
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This modified expression of the mlixing length was obtaijied by lising all 11ialoog\-
between the viscous sublayer and Stokes flow . According to \Van Driest's (lefililtiou of
A, its use is restricted to flows with negligible pressure gradienlt anld zer ilias--s traiifer.

For compressible flows, this original formulation nesto bte miodified. The liiiltiat ()ii, of
Vani Driest formlulation appear clearly in the case of strong pr-essure gradlienit . fo~-ruI ins~t inc.

Indeed, for a flow with adverse pressure gradient . 711, may~ approach zero (flow sepiirat ionl).

in which case the predicted innier eddy viscosity will b e zero. The Minter z'n me unuila tt al

was generalized by Cebeci /38/ and /39/ for flowvs wvith p~re'ssure gradient. llass and~ heatt

transfer. Starting from the Stokes flow analogy for the comnpressible cijuat ion. thle shie;ýr
wave prop~agation velocity is assumed to be the friction velocity, Olbt iled ;It it !Y vallic
determined by the intersection of the linear and the logarithimiic law., (of the wall. Tlii>ý
frict ion velocity is obtained fromn the local integration of the il-ln ionent inni equa t a )li 1et Weeli
the wall and the Intersecting point. This procedure leadls to a raither compijlicated(l XPFrcs'i*( in
for the modified dlamping length constant A which is writ teniitas:

in which A' = 26 and N is definied as,:

LL~(I -exp(11811 . )) + )'l) I=.ý r1 N

wi th: I'

r"U.

YI + U

Many other attelfllpts have-( been mnade to iniodifN I li a ret(ajInglwt a
heat and m nass transfers. For at rather compijlete inventory of t hese \vorks. the t('el&ider
referred to the book of Cebeci and Smith /40/.

To complete the modelling of the whole bounidarly layer. the ouiter zonle (inl which:
the intermnitteilcy takes p~lace ) is calculat edl withi colist aiut niiligil" luh :ig iside th' 1illhv
turbulent events. To account for t he lintermlit tncvIC phienionienoii. thle re~sult of IKieb~lwfia
/32/:

r .0.53(1 - erf(o - 0.78S))

introdluces anl anlalvt ical relatioiishi1 ) with thle wall (listanice q/. A slight lv -smnipler fortiiii-
lationl which is ulsed inl thle reference /41 / relates the intermit t ency fnct or to t hat wall

( l i s t a i c e w i t hI a l p o w e r l a w :r = ( I + .5 ( -' ) i) _ 3 1 )

To summiarize the so-calledl Cebe)(ci-Siilthi-.Nloosiui.kIiimo(W, 1 . the eddyl viscosity is writ-
tenl as:

P Qyol 0<y j 3 7

Iý
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in which L is defined by equations (4 5) and (47), K = 0.41, (k .WOt).l•il- [ mid il'iriiml-

tenecv factor is evaluated with (49).
All these remarks are adequate under certain comltiti( )l, for the o1' i f ( i i imoini

turn transport. To deal with significant heat transport. It is genmtrally adminittd ,tý liivte
a constant ratio between the eddy viscosity and the turbulent heat (hiffilsivily k-,wftlicjiit.
That leads to the definition of Prt, a turbulent Prandtl numbeir. Uiifortrmattl". exp-r-
imental evidence shows that the turbulent Pranidtl number varies across the b, ,Im ldary
layer. Close to the wall, it is a strong function of the molecular Prandtl ilumIer {1 ecauili'

viscous effects can be more important than turbulent ones), and away from tihe wall. it is
independent of the molecular Prandtl number.

The eddy diffusivity fornmulation for heat transfer is the following:

2-Y -Y 0u
(Ph), -- p ' Kh y2 (1 - exp(--)) (1 - exp(--))L (3- 19)

(fih)o = 1 Pi, 6*F7

in which Kh = 0.44, a, = 0.0168 and:

B= B+ -• - 2j (3-20)

Then the turbulent Prandtl number, in th. wall vicinity is evaluated as:

K(1 -
Pr, A(3-21)

Kh(l - exp(--))
B

This first model has been tested on a wide variety of boundary layer flows including
heat and mass transfer and also moderate pressure gradients for 2-dimensional as well as
axisymmetric flows. For many years, that model has been recognized as the most robust
for practical flow calculations.

Saxena and Mehta /86/ extended the domain of validity of this model with the in-
troduction of wall functions. These authors were able to handle adiabatic boundary layer
flows under adverse pressure gradient. The incompressible law of the wall is given by:

u+ 1 in(y+) + B (3-22)
K

where K = 0.41 and B = 5.0 and:

+ U + _YUr (-r' 7wu= -; y -W -; 1r
Ul VW PU' wP,

However, in the regions where adverse pressure gradients exist, the following law of
the wall, due to Nakayama and Koyama /87/ has been employed:

U+ 1[3(t-ts)+ln(In(-1 + l ) (3-23)
k' L ' 1' +'



where: +

t 1 2 +'

0.4 + 0.6a7c
7+ 1 + 11

Furthermore, ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~( at hihMc24)r(~> ) hr h opesiiiycf~o

1 + a3 2Z

The wvall values are evaluated by assuming that, in the very niear wvall region. the licatt
flux lbehaves as in Couette flow, namlely:

UTy -ITy= u (3-- 26ý

which Uitegrates, for adiabatic flow. as:

( ) pr + KP ~ii-P. 112 It < 11' (3 -27

The laminiar and turbulent Prandtl number. Pr and Prt are~ taken as 0.7-2 and 0.90
resp~ectively. The miatching between the two region's Is assuimedl to occur at q+ 10l
(corresponding to y, and u1.,).

Nevertheless, troubles arise when this mnodel is uised for turuhuleimr flows where sig-
nificant secondlary effects are p~resent, such as curvature or strong pressure gradlients. A
reason for t his is. as stated previously. thlat all the mnodelling as~slumpt ion.m rely onl the fart
that the b~oundary layer is in st rict eqpiilibriimmi or close to thait.

Alber / 113/ proposed an imnprovemnemt for separated flows. First, thc damping law of
Vanm Driest is modified to account for longitud1(inal pressure gradienlts inl the~ following wa-y:

1 K~ (1 exp( - 7, (T+Y )) (3 -28)

Then in thme evaluation of the umonmentumm thiuckness for the outer viscos.ity. Alber
slgetedl to start time integration from thie zero velocity I Ine rather than from time wvall

itself. For strongly seplarated1 flows, this could implrove the flow p~redhict ion significantly.

3.2, THE BALDWIN-LOMAX MODEL



Thle miajor tirawhack of t Ii e (t'lc tI I. niiittll /-11I/ wacxptiWitltet for ti >I-, ick W

turbulent bouiidary layer linterat tit ils. llldet (, IltV tIth "t~lL), advtlvtc. pic'~-11c ll adl
elits il h ogt uia (heti prmoc bov('r ityc nil tl);rit loll. where~ts, prt'ssille1

gradlienlts ill thle tai lisverse dlirec(t iln t reindI to iiivaitt a t tilt1i( hwiit a I l V 1 tI In rhaltc t o

the flow, alhid atlso th l nit veiiIxtrsal propeileltis assuilled'( ft tr this tvpi 4n t ON 11 t)Wi thn flit '1I1ilw

assunlIpt lolls.
A pract ical problem with thle uise of thle Ccbctci ct al. niodnel /41 / Is Ito iii1(1 thle exact

posit ion of the bounidary laver celge whenl thle Hlow sep~arate-, or treat tacilics to( the Walli

The Baidwlil-Lomiax miodlel /42/ (hereafter B- L) is ain algebraic un i"lt'l pat ttm' 4 oil the
Celbeci-Sinith- Mosinski proposal (hereafter ('-S-Ni), withi a lllotlifctlet io to ilulproivc thle

predlictlion oif separated1 flows. Before going into tile (let alilc des'cription of this illotiti. it

must bet poinited out that. it was developped priniiarlv for 2-D and~ eveintuially 3- D flows. At
the opposite of the C'-S-M mnodel which was dlesignedl for boundIary lavers, the B-L p~ropoisal

Nvsthought for Navier-Stokes calculations, where the tovelocity comoetcabef

equal importance. That feature explains, why thle B-L is shigl~trlv more general than the
C-S-M for the evaluation of the tUrbluleiit scales.S

Again, it is a toavredyviscosit mVIiodel in which lit is given by:

lit (lt) 0 y y' 3 9

where y is the normal distance from the wall and y, canl be defined as thle smallest value
for ,.-hich the two formulations are equal. For the inner legionl, the Prandtl miixinig length
formulation /2/ is used with a time scaie linked toi the local voirticitv .: rather than to a
simp~le velocity gradlient:

010. = pl 11' (3-30)

The mixing length itself uses thle Van Driest conlcep~t of dlamp~ing length /37/ to in-
corporate the wall viscosity effects:

Ky (1- cxp(- Y) (3-31)

The modulus of the local vorticity is evaluated from:

and the wall units are expressed as:

Y + ' Pu ' 1rYY( 3

There is no fundamental dlifference with the C'-S-'M model. up to that point except that
using the vort icity variable makes the formula tion ino re general. The liiaj or modification

concerns the outer region:

(pIO a~ (1 C'1) Fwa~k(. F,%-Icb(Y) (3 -34)
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a is the same constant as in the previous model (a = 0.0168), C,I, is in additional constant
and F,,,ake can be defined in two different manners, depending on the existence of a solid
boundary or not. Thus:

Fk, = { Y ,,ox ,,2 (3 - 35)

Fwake takes the smallest value between the two expressions in (3-35). The values of
Y... and Fma, are evaluated from an expression including a damping coefficient similar
to the one used by Van Driest:

y+

F(y) = y H1 (1 - exp(--g)) (3-36)

The quantity F,,r is the maximum value of F(y) which occurs in a Iprofile. and Y,,,a.r
is the corresponding distance from the solid wall. As in the previous model, the outer
region viscosity is weighted by an interinittency factor Fk.i,6. which is evaluated by the
best fitting expression of the Klebanoff experimental data. The intermittency factor is:

F,- 6 (y) = (1 + 53 ( KhJ Y )6) 3a - 37)

The quantity 11d,f represents a velocity scale equal to the difference between inaximium
and minimum total velocity in a given profile (i.e. at a fixed x station).

"Udf ( + + .2 - a2 + I,2, + w2) (3- 38)

Naturally, the second termn in iiiif is zero for the case of attached flows. In wake
flow configuration, both terms must be taken into account. For the case of separated
boundary layer, it is advisable also to consider the direction of the velocity vector, at
least in the separated region. In fact, the outer formulation, which is described with
equations (3-34) and (3-35). can be used in wakes as well as in attached an(d in separated
boundary layers. Practically, the product y,, ,,,, replaces *u,, in the C-S-XT model
and the combination Y,,, i fL I/F,,,,,, replaces b 1di in the Reichardt /35/ forniulation.
As a result, the distribution of vorticity is used to evaluate the length scales, so that
determination of the boundary layer edge is not necessary. The use of that turbulence
model requires the knowledge of various constants, for which the values are given in the
following: l o .4+ 26 C,I, = 1.6 Ciib = 0.3 C',k = 0.25

K = 0.4 a = 0.016S P" = 0.72 Prt = 0.9

So far, although being nearly as widely used as the C-S-M model, the B-L model has
not been tested against flow configurations including strong heat and/or mass transfer.
The heat transfer mechanisms are handled through the definition of a constant turbulent
Prandtl number. and as discussed earlier, this remains a fairly reasonable assumption for
air flows.

During its preliminary use, this model was slightly mno(lified to produce a transition-
like phenomenon. This was achieved by setting the turbuilent viscosity equal to zero all
across a given profile, unless, at least in one p)oint, the calculated turbulent viscosity was
larger than 14 times the inolecular viscosity value. This technique was able to produce an



artificial t ranisit ion- like process, although the physical unecliaii, ilsmsr-p~-lttf Ii it

reality, could not be accounted for in the tuiie-averaged Navit-r-Stokes eqjuai'(l1
Another feature of this turbulence mlodel is that Its list, has beenl rest ire('tt1l liii itol {

the thin layer approximation. Different from the boundary layer assumpi~tionl which iiiipotcs
drastic simplifications of the Navier-Stokes equations. the thin layer ass mupt i()Tl1i lec

the diffusion processes parallel to the body surface but retains all three of the inoinelit inil
equations (for 3-d flows) anid miakes no assumption Pbouit the pressure gradlieits xioriixal to

the --.cid wall. In the reference /42/, Baldwin and Lonmax Justify the use of the thiii layer

approximation, not only by the simplification brolight to the coding. b~ut also by statingo
that, due to the mesh stretching in the high shear zones, the (hiffusioll terulls larallcl to

the solid surface cannot he resolved properly.

Shang and Haiikey /62/ suggested accounitt jug for turbulence niu yctfCct s by dIs-
placing the eddy visco )sity value along the main flow (lirectioni. This is equivalenit to allowing

a given response tiime of thle turbulence to the mecan field distort ion. To perfi nmi this, the(
eddy viscosity is calculated as:

(I) u p + ((0I )c q II )u p~) (1 - ('X1)( (3 - 39)

where (Pt I ,,P is the calculated eddy viscosi ty at the Initial locationl of the jdc~lirc hil ii
bance. (III),, is the calculated equihibriiumi value. The st reaniuwise (list alce 1ct wceii tiese,

two locations is dlenoted by Ax and ý is the boundary lay-er liickniess, at the initial stat loh.

This modification has been limplemelivtedl inl a C'-S-M\ mlodel Ini which th lielin cr1 ot t cuicy*%

function was removed.

3.3. THE MICHEL-QUEMARD-DURANT MODEL

This model, which is simpler than the lprex'iolls onles' has beenl proposed Ilnitijally by

Mfichel et al. ini 1969 /112/. A unique lawr is used for inner and outer regions of equilibrium11
turbulent boundary layers. It. writes as:

- 1 l2 F 2 CT(3-40

The mixing length bthaves linearly with the wall distance ini the wvall region and~
becomes I1 0.085 6 in the outer part. A commnon relationship is:

I= 0.085 6 tanh KY¾ (3-41)

As for the inner formulation of the previous model, the mixing length needs some
damping to account for the dominant viscous effects in the very near wall region. To do
so, the correcting function F is written as:

F = 1 - exp V=P( T- + Ti) (3-42)

As -r, contains itself the turbulent viscosity, a classical Newton-Raphson method is needed

to solve (3-40).
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4. TRANSPORT EQUATION MODELS

T'le major crl tt'ic511 which raii be' ad(l~lrs~std to) all algeri iif~ 1 it) (. .h

the t nrbiilence is too()tight ly liinked( to t he 1114n fliheld. llit t in-li-hlenct, I,~ h M ni t dl ()Ily 1v"

mean flow properties rather thani by the tuirhuIhicn i)n'0i)(Tlt c> thiiil V c-c Ti 'icefrt rr it

was suggest edt that thle use of hield( eq Ilit t loll" I u iescri I )c g I()] );AlI (ne It'(r Il I I)CcI1t Ih liI te It (IC>

turbulent scales wouldl be a bet ter ap)proaclh. This I echniiqiie alit tws tI ounilmieleuct ticMi

have its own memlory rather than being dlep~end(ent o)nly tilte h wal n1c~ita fi -It I N-iihws. TicI

first attempt has beeni to use anl equation for thle ti urbilei-it Lj~cie c t'iUL~ A-v . Il 1()le

dletermine a characteristjc velocity scale for thle tur;lmlet int 110 (ni. Thu ti. tilt a-c~t'l~lttl jl

or kinetic energy 1110(1( uses, 111 addit ion to tilte ilicail tb 1w equal U U,, at partrial t iutlvlt'rt11 l

equation for thle t race of the Reyniolds stress teilsor. III IIIu~/
Fromn a siniple iniiaipulat loll of thle inist anlt 1114 ' )s Navici- Sttokt s i ialt1

of a t ransp~ort equation for thle Rleynolds stress cm)lipmi)01e1 s- It1

"" r + ~771+/~ 1 O,

S 0x

By taking advanltage of thet (contracted indlex conivention tii3 and s;1lullliiat (it 11) and
dividing the resulting equation by 2. we obtain the exact formn of the transport eqjua ilo
for the turbulent kinetic energy:

-tp' Ox- pt  
-7.II-Y'OX 4

The reader should note that. for variable dlensity flows. thle correlation between pres-
sure fluctuations and the divergence of the velocity fluct uatilolls Is not strictly equal tto

zero as it is for incompressible flows. The sam(, remark appilies also to the inean pesr
gradient contribution. A one-equation niodel for turbulent comupressible flows was pro-

posed by Ruhesin /43/ and investigated by Viegas and Horstnian /44/ for (different cases
of shock- bo~undary layer interactionis.

The model, originated1 with Prandtl /45/ and K-ohnogorov /46/ was based initially

on local equilibrium assumptions for the turbulence. Under these condlitions, the one-

equation modiel is equivalent to a standard algebraic one. Glushiko /47/ was the first
to effectively solve the k-equation for incompressible boundary layers 1),y ulsing modelling
assumptions to account for the different termns in the transport equation. Then it was
studied later by Beckwith and Bushnell /48/ in more complicated boundary layer flows
and finally was generalized by Rubesin /43/ to compressible flows using the mass-weighted
decomposition /49/. A similar m-odel has also been studied by Bradshaw et al. /53/ for
boundary layers and by Lee and Harsha /54/ for free mixing prob~lemns. As with algebraic



tuirbuilenice ilodels, Reviioldls itese rt't hiarlttci frtll ;ti a -in a iiti~ thil\ i,:i 1

(see equiatioli (3- 1 ) ). If v/k is the trit~itlcilt tl1i~tritct'rlist it i ,t v , 'rx it "Il f. til';*
must beC writteni as:

~ AU 4 3,

ini which'l 1 is a leingthi scale whic(hi cha ract en/zes tilt( il/c oif t lhc .t > t in till'1tii lit ii;
length is to be determinued ini a moitre or less t'iiipinic~t f;e.'liioii Pr,;ict icillv. lil~t in,'"t- ~it at',ii

concerning the evaluation of thisl ptrailieter liappe t 'in to be I t'hI in t l tll' hititiit t'ii

itself wvas considered also as a field quanitityV. Tl tut I Itats ito lilt irtct iii~ ii il
models, in which at least two I ransport (equiations1 art' itelede( to t '.ovs' tlit*I tiut ulit mcc itId

4.1. A ONE-EQUATION MODEL FOR COMPRESSIBLE FLOWVS

Indlependenitly froml thle (leterminlationi of the leiigth sil la h it I!, ut Ct-ilv tt t ~t uti tli "it

c0111)le of mfodielinig assumupti1o115 inl ut(icr to sthvile t uri tuitut kiiis't i( tit li I-. t jIlUt lt,1 ti 4

2). Uniknowni termns correspondl to various ditfuit tim I iiit'liaiiisiii'. tot tilt' titrc It t tt' tt

to thI e iint era ction between the p ressu Ire HI Ict na(t; )I Is antII( t l ie Is I It, uti it;t ti(, 11 )11 ilk 1 tilit ;tit tiilII

to the mean pr'esslure gradieuit jpl'tlilcuitioliallit tto tlt' ii''ititiitis~~tt~.ltl

termn is linked olirectlv to ilie evaitat it (i f thite '' ttIel (mutrt'tt ntit tailtl \lijt'\%Ill 1Wi it

discussed below. The modeffiiig of t he pr'oductt] ItI r tt''nli I I elI, ý wl~ ttII,% ( ils t Il ;tI ,c _ý1;(Iat '1Ti

flux approxim ation to relate the Reynoi~ldls strc sses tt th li 1 l ieai q luitlit itits I311i t biffol'u ti *v
from the algebraic rases. thle kiljctie eliergx' is 11W ttic'gb'ctet ill t 'ji ia tl( it tI t 3. d 1 : ltt

appea., explicit ely. Therefore tllit r ( i i1ti iswrittl It'ias:

Pv ( 0 .1 % + O x ,, 3~ -I ~ j x , A '3

The iiiodlelliig of thle diffu sion t (Tills isý relat ivclv ea-sy aftesr ilit' ft tlt xi ig aloliljti s

"* for high values of lie turbiulenit Reynolds iiumii1ber (vwiichi call Itt ft n is lthe' t itat itt

of the eddlv viscosity to the molecular otie), the viscolus (lifiiusi(l ii ffects alt' mi'gligii At
comparedl to the (diffuision (tiie to tie velocity fluct tia tons. Howcevt'r Ili lth s Aiti wall
vicinity, t his assumpit ion do(es Ilot hold aiid t lie mo~lecuilar (liftuislon 1111151 h e acco lilt t'd
for explicitly.

"* the dliffusion of turbulent kinetic enlergy by' thei presslirt' fluictinat it uis is suila 11anid c.aii
bp- neglected (see for inst ance thle( inicompressible ('xieniiii('iit aI resuilts, tf IrinXil /50).

The complete dIiffusioni term can be wvritten) as:

Ox 3S1-k (4 5)

in which ilk' is the sum of thle m~olecular dliffiisivit v coefficient and its turbullent counlt er-
part weighted by a turbulent Schniidt /Prandtl mnuber. Ftor wxall bounded flowvs. the
turbulent viscosity mnust dlepend uponx the turbleni~it Reynolds number. This depenl-
(lency is determinedl empirically to match experimentali data. Ruhesin /43/ propose'd
the following expression for the viscosity coefficient:

Ilk = It+ Ii(4-6)
Pyrk
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where'4 4 Y//4" al11141 4" il( 1 t14' I 1,;I Liv Live '1 4 ilr1<k-lc 14 tilo ii 1 '

Ci' , is a c1114' llt wh1 ti~ i ch-' 4" ~ it. for'4, ,;w )t414p'4) 114 i111 lit1. t alt 1- 111i l ".' ý! x

{ r11.441114'pi - Do C', 4700

The' sc tircjty of the4so' vaicls howV(, till( NVcakliw- ( f t ii r~t ill) II ci 1eU,' 41,1. X1 41, 11 11P

pears1' t o iieoc~l aIi tiIIg 1Y for 4'a441 tI4 How co11h g11 a t I(411 I4 'I IT ,t, 0 'X).'4. I )fIllilil

I ii iiversahI t v.

As stated p~reviously, liil(ist of thet applI)ica1tion1s lai~tlýlieci )('1 414 4114 t NA:SA\- AL14'', xilli~

this ol1(-'-C(411t101 tiiul)411 e14' 111odel' /51/ /52/ (li11 4'1!J4'('tt 11(, cl 1114r'''i iv ýlIljtV 4'ri- .-

1'4'llVorig explcitl oie(f 4 114'1 from il 11' c'4141t iolls 1411( II •44till-'" to/('I ( ll ,- 411' (01,4 14114

~\ev4rt11cehss. (1414' to) the '-.('l''C4\ (f the %' V41j44415 i'4)1,'tllltý,- whlichlll, 111c> Itim 441144 hi '1i'

floxw applicattloll. it secilIs p)4e11114 till'alto' 44) lec 111 1 wil ;It41114 till'~ 1)441114 11111d4'4 we4 wvi '4ill ý I

a followinig p)lI1'lgrhipll. tha 11 wxith dioiffe'rent m1od(els l1il~inak 141544 4n' t 111)114't kjllt'4 cic 4 '111'

ITo suniil11Vli74 the formula 111tionl for th 11( 4111)44lent kliinl't jet1141('gV0, 4 '4)414441. t114 k t ialil,.

d j A) 0 Dv j) (OK-_ý
Ot )+ 7 -r(f4, k) =p, S,,3 Ox -3 Pax-r,

(W op~~94 C04 I 1A' (4 -- 12)
+ - 1 -~ + 'i-C p

HIl which tit heco llipI)Iwss] I tjy tV 4(1111 il'4' e'xprse )('54( icco(l()1ng to 4 13 / ;md ih414'('4110414 llt C2 is

c(p(ilj to 3.93 aiAio I equal to S/11.



have 1 Toeii -itft tii1i1t( ii I lt I [L t 'r 1Wtt NJ 44 tt 'ILI"v a it \t i~i t 0 ;Il tI I .t 1 1 t

I ~(ito an clicr It in4 I t hv m c tl-fI. tI Ii; It I't~ Vt lit to) 11'.1 r Jk t'. ait I I I~t ;;I 11 Il ,lfl qI 1;1l~ T it

equaiitit~iIs. Fin- this n'~.tw(vt(j(liitiuiIi iitutlel'" ati iltit ttlatctjt. !hr v- p1 ~l Xi

ait tmniat icalhv at lengrh1 (i t Ita , which tel tJ -tth(It if ii 11ý'jý II() Ityicý") ! 1" llt littl III I l~ z l tl ~

CIliteiI it1II(aI Pitt ( itl115ed I It'l I f antil ItIlI 11 11T,

exprtiessed as:

I 13

anld heli t :irlbiilezit )visct vs r v

Theo trbt illcitt length Iic'alcs arc wi Ittetnas

with the following paralnicetois:

F?,C, =(' 0.09: ri 2-35 .4 .- , 70ý 4,

4.2. THE TWO EQUATION TURBULENCE MODELS

Varwios cioi(Ces are, 1 )osSIl)le colicerniilg theo olehiitioii of lhe stootal ch~lacaterist1'o*
turbulenit scale. Fr tin (liniensWitua alitiavsis. it is cilear that thle (let ermn jtimi i t f a Is'sit

c('efflcif'tit requiresiiCt lt'ligthi ;iiI( a velocity. Thil t1~ies not invan that aI ttaiisptmiit etjuation

i., strictly ret jiuried for thlese two (jilalit it ics. III fact, after tlit' first cit nit' has Ia'o'll miatde

concerning a t rainsport c('(i at a o for thle tuirbui lint kiiet ic enlergy aiv a v'ictvsca' ), thle

seconid t raiisport equlat ~ito canl 111 ise ii varlia~lv Z iefiuied as:

Z = V` Lt t  (4 -16)

ill which eac-h colIlbilaitit i 4f thle iljlieXes InI anid ii wIi ll efine a t ifferiei t variabled Z.

The "gane" in thue two et 1 uit it ii turblen i hce iuitdelliig cmisist s inI sele ct ing t he b ette'r

comblinationl. Launder and SpalIdinug /56/ reviewed in1 1972 thle d ifferen t variables Itavinig

bt-eiiteied at thalt tilne. anid it see'uns that iiothIIiiug new caime ouit sit'that dlate, as far as

the variable chIoice is conceriuco. Rather thani eXplmloing all possib ilit ies- thle emphiasis will
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be put in the following Oil two orl three two equat ions, models wh~ichi llavt I"11ntl titl

usedl for compressible flow calculations.

4.2.1. THE k - e MODEL FOR COMPRESSIBLE FLOWNS

This miodel Is certalinly tilt miost popular tuirbuleince muodel of it, cli,-- 81 ii tIL ici& -.i

widely usedI, at lea~st for complex boundary laýyer flows. Its 5,Iicte.(-5 pa. 1);11 4111 itý t),

physical mneaning of the secontd tranisported variable which 1, tlit, trutt I, lisit)it141 4 114*

turbulent kinetic energy. In tilt Reyno lds st less t rilisol)4 C11' Attii t hi i 'leit 1>, ;4Ii 's1j 1414411t)

terin related to e;Ach of the stress comoniienit s.

11.- +v~- .2 4 1

~onitracting tile' iiidc~cs stuililliiig alit (livi~lilig Ivy 2 ylld I hc ls.i~ti 1 1
1  

4

snit tlistsicales-fth iitcli-iiiis~ vilcitvi aetiie14 tlit li(4t iit \jT..44ti! .t I~ lflc 41r~

'if thle dissipation can lie writ!el it.-,:

+ 21 ) -- - ,I 1)14 - is,,

The derivatiton of it tranisport ep iar itl for f 1r ist t ediouis twll Fro1111;I rela tively l( 411!

Iiiaiiiplilat ll of thet instialit amleolis Navier- Stokes eqjliat oitis. the re(sullt Is 811 t-qulatiou whitch

covers more than at full page (if paper t rItwo 1)tg- if tilt, writing i51 ult to 1(41tighit, see ft w

instmaice / S5/ or1 /2-1/ ). This equal it t cont allis. ill fact, a veylarge liuliilitr of liiik-ia 4w1

correlat io ns. which are not (lirect't atccessib le to miiodelling. Althltoughi iiiaii at teilipt s

have beenii mde earlier to evalliitme a 114 lii(del ilii a terni- 1'o-1't-riii nialiier tle it, iei

Ui0ii1)oflCIlt s (if the equalt -'M. it Is gei- adm ~iit t ed i1( v: that its modt~elling calli be inlad c ill

a simpler niaiiuer wit h a gloibal applro acli which estital ishies a fumict h ial siiiiilittiidveht-tweeli
turbulent kinetic eiierg~y andl dissip)at ion rate equat ioiis.

Before going oni withI thle details 4if thle lissipat~ion rate equlat ion. let usit took agam Wi a

lt-e open formi (if lie kinetic energy equaition (4-2).

a-p A-) +- a (p i,- k + p i~ - /i vs

0?' U.V - OJ) (1 -/S(
1 Ox.1 01-0 Ox(, - ~ ':ox'

The basic (hiflerience with the miodelling inl the onie-equati(1n modxel is thle definit ion of
the turbulent viscosity. Rather than b~eing linked to anl algebraic length scale, this viscosity
(-all be determiniedl withI the dlissipation rate through the relation:

11t = C/1fp (4- 19)

The constant C',, has the value 0.09 and the function fl, which is turbulent Reynolds

number dependent, allows damping the turbulent diffusion nierlianisins in the wall vicinity



for the case of boundary laye" Wl . W t ItI the sI l e aII III(I;tI) 'x I ti()Ii i')Ir t ie 1 'til )(,I h iilIrv

termns ( ileall pressure gra(lieilt aiild pits-sillrc vel(ocity (livern-h i ct crr t irri iti In. >e•t chli;ltr

6), the iliodelhl( equation is written now as:

(9 0 2o
- (Pk) + (- ) k Ox-, k- ) = Pk- / - , ) + t'iiiiir sibilitŽ' V4 -2

in which Pk , the turblilent kinetic energy produIctioll stands for:

Pk - , a x

The third term on the R.H.S. is new. Its role is an aid for the tunnerical methiods, which
prefer to have classical Dirichlet boundary conditions such as t = 0 at tih wall. Indeed.
the boundary value of the turbulent energy dissipation rate is different from zero. Jones
and Launder /58/ showed that, because of the liniear dependency of velocity fluctuations
with the wall distance (in the very near wall region, y+ < I), the total dissipation in this
region behaves as a constant, depending on k profile:

: - 2v i ) 0 k - C, y

Such condition causes a numerical inconsistencv when k - 0 in the ratio '21/k. To
avoid this, it is convenient to split the total dissipation into its isotropic and aiisotropic
parts. The isotropic part of the dissipation '*, which cancels for y 0. can then be
expressed as:

f" = - 2v (z 49 (4-21)

Therefore it is pr 4ferable to solve an equation for the isotropic dissipation. This equa-
tion should come form illy from the instantaneous form. In fact, it has a form analogous
to the k-equation provided that an explicit scale factor and suitable parameters allow dis-
tinguishing the different me,'hianisins from those in the turbulent kinetic energy equation.
This equation is written as:

(p - =Cl -.PPk - C(2 pf 2 A
+ qt[ 2i, 2 (4 - '2"2)

+ t ,2L + Compressibility

The importance of the term preceding the compressibility terms is not as clearly
justified as in the previous transport equation. The reasoning to support it, is related to the
vortex stretching in the wall layer, but its form was determined in a rather empirical manner
by Jones and Launder /58/. Practically, its effect is to locate correctly the position of the
turblulent energy peak in the boundary layer profiles, when co)ml)ared to the experimental
data.

To complete the equations (4-18), (4-19) and (4-21), two turbulent Reynolds number
dependent functions are needed for the correct treatment of the wall vicinity.

f2 = 1 - 0.3exp(-Rc,); f, = exp( -2.5 (4-23)
1+-

50
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and the turbulent Reynolds number is (lefined as:

Rol pk 2  (4 - 24)
/fl

The diffusivity coefitcients are expressed as:

Ilk = I + (4 - 25)

p +, = it+ t (4-26)

where Prk and Pr, are analogous to turbulent Schmnidt/Prandtl unubers, of which the
respective values are 1.0 and 1.3; the constants are C•1 = 1.43 and C12 = 1.94.

The topic of the influence of the compressibility terms, both in the equations for A-
and e is still an open question. These terms have always been neglected in the calcula-
tions performed at Amles. Nevertheless, the domain of applicability was always restricted

to transonic or weakly supersonic flows. But it is quite easy to mention examples where

these terms are really needed. Borghi and Escudier /59/ reported flame calculations in
which the modelling of the pressure terms has to be included in the turbulence model.

Furthermore, they observed that, any additive source contribution in the turbulent energy
equation requires a counterpart in the dissipation equation. Usually that count erl)art has a

similar structure with a different characteristic time scale, but any attelmpt to solve the set
of equations without it, is unsuccessful. Tile author /60/ obtained quite sinmila" results for

the calculation of the heterogeneous mixing layer of Brown and Roshko /12/. To accojnt
properly for the external pressure gradient and then, to match both the spreading rate of

the mixing layer and the turbulent energy level, the pressure terms were needed in the two

equations simultaneously. In reference /61/, Arina and Benocci experienced difficulties to

calculate correctly compressible boundary layers in presence of strong pressure gradients.

One of the reasons (but not all of them) is probably due to the total absence of explicit

compressibility terms. A further motivation for these extra terms can be found in /27/,
where an attempt to show the spreading rate of a supersonic shear layer for various free

stream Mach number values. Without the compressibility terms, the calculation did not

reproduce any influence fr'om the free stream Mach numnber, whereas the presence of pres-

sure terms (with slightly different modelling assumni)tions from those of Rubesin) allowed
obtaining a correct dependence until A14 = 4.

When averaging the Navier-Stokes equations, not only the motion equations are af-

fected, but also the energy equation. Consider the open form of the total energy equation:

O + - ( _ E)+ -• (p E,,,, - T,•at3- Q--) 0 (4-27)S(E +57x aX Ck..

Using the Newton's and Fourier's laws, it can be expressed as:

iE -E + p 17',,2E") -- (K - + ,')
O ax O _.r_, (4-28)

+P V" + p'V" - ,(S. -i-7 +s- i-, + ,,, +



The equation of state relates the pressure to the tmiperature, and1 it folhlws for thea

fluctuations that:

p v~ +p't,' = -1) c•, p(Tc" + T"i'") =(I - 1) c,p T"-,, (4 - 29_

The total energy can be expressed in terms of the internal and kinetic energies and
this yields the introduction of the turbulent energy flux:

E"v = ct, p T" v" + p t, I," + p (4- 30)

The use of gradient approximation for the temperature and the kinetic energy fluxes
implies that:

- lit OTp Ok
-pT" v - - -p ktc 4-1r OxPr,,. a, (4 - 31 )

Finally, with the neglect of the fluctuations of the laminar viscosity. the energy equa-
tion can be written as:

+ - (-p .- - ( CI, 3 p, + b', I0 (4 -32)

r , rr0.-+ 0 s 7" =

in which v, is part of the compressibility corrections still to be modelled (see chapter 6).
This points out that the modelled energy equation is significantly more complex than

the instantaneous one.
Being the most popular two equation turbulence model, the k -. F set of equations has

also been extensively modified or adapted to various problems. Liakopoulos /65/ reported
high speed boundary layer calculations with wall functions for the prescription of k and f
boundary conditions. Chien /63/ proposed a modified version of the Jones-Launder model
/58/ to describe more accurately the wall vicinity of an incompressible boundary layer.
From a Taylor series expansion of the velocity fluctuations when y -+ 0, Chien deduced a
different form of the anisotropic dissipation at the wall:

k
D,, --- 2v -k(4-33)

This quantity, that Chien qualifies "wall dissipation", is assumed to be one component
of the dissipation term which must be present in the kinetic energy equation to handle
properly the low-Reynolds number effects. Therefore the turbulent energy equation is
expressed (in boundary layer form) as:

a a -9 a9 a4k\ ail,~ 2 2 yk
(Ik) + -5- (f ii.k) = + -TYY- (4-34)Y rt
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A damping effect is also included in the turbulent viscosity calculation to account f l
the presence of the solid wall:

Vt = CIA 1 - exp(- C3Y-4- 5

where pt is the friction velocity and C3 is a constant to be optimiized. The argument of
the exp)onential is equivalent to a turbulent Reynolds number whose the length scale is
the wall distance and the velocity scale is the friction velocity. As expected from previ% )10

remarks but with different rea~soning, the e-equation must include a wall dissipation terii.
which is similar in form to eq. (91).

li'e C', 1/ Y
D -, 2exp(- r (4 -36)

where C., is another constant. The f-dissipation term is also coriected with a turbtil"Ilt

Reynolds nxumber function. To sumniiarize, the dissipation equatioli for 1(mw ) eyilds
nuniher form. is written as (in boundary layer form):

a a a (of\0-(-ot)+ -(P -- p f ) = - 0, +t p)-
at Oi O (4 - 37)

+c ( jt Y(~)2 - q ( .f, + )

where the damping of the dissipation is

_ 0.4 - ---74 1 - .exp (4 -38)
TS k 7/

In all the applications presented by Chien /63/. the following constants were used:

Ci E [0.01 - 0.01151

C>t G 0.3

Although designed primarly for incompressible flows, this turbulence model has been
readily extended to compressible flows by Coakley /57/ for the case of airfoil calculations
and Viegas and Rubesin /66/. Sahu and Danberg /96/ included it also for their tran-
sonic calculations. Horstman /64/ used this model extensively for a wide variety of flow
configurations from compressible flat plate boundary layers to 3-D shock boundary layer
interact ions.

El Tahry /85/ set up a complete K - e model for application to internal combustion
engine flows. The basic methodology is the so-called "order of magnitude analysis". After
an extensive comparison of the different terms present in the equations, the two turbulence
equations are written as:

a f 2 li O5i pi) + -5 pi-'ý)=C, Pk- CP +t O
A- k 7PT Oa,

12 34 5
1t av a t, O/ & (4-39)1 it ~'3+601 f• av lit OV af li P

-±• + ' 7 xj0x ip x
3 x 6a v -Of k Dr O, ( O (7, 90,r(?X,3

67 8 9 10



& 0 &49 0 - 071r~07
• (• ) (p ,-•k )+ Si pk )+ ,,,-b;S•, p'•") - JJ'L'o O-T+ P'c ,,( -: O

1' 21 3' 4' 51 61

-jvOTO 2vv - 7'k - (-vp'+,.'k'c+1 +p k't)-p YVOx a''• xo ax'j ax 3 (4 -40)
S ••10, 1 11 1"2'

7' 8' 9'

av- 0 2v• Ot' Ok' ,0 2 k 2 021,
+P'-- p ++ #,UV 2  P 2 '

Oxa '- + OX 0 (X,3 Ox 3 0
0r axOS~~14'

13' 15' 16' 17' 18,

That rather complete model is supposed to describe flows with combustion. The
discussion of the modelling of each of the terms is not reproduced here /85/ but relies

heavily on standard approximations such as gradient flux laws, isotropic small scale motionls
and polytropic fluid behavior. Without combustion, most of the compressibility terms can
be dropped (7. 8, 9, 10, 3', 4', 5', 6', 8', 9', 11". 13'. 15'. 16'. 17" and 18').

The simplified form is then quite comparable to the model used by Watkins /89/:

a 0 f C 2 Pt Of 9
+ -(-E)= C, Pki -C' 2 5 P (- +--,p -. (4-41)

ax or, Ox,, 0.r j

0i '5iX Tx_ 0_X (l OkT'

The primary difference with Watkins work seems to be the value of the divergence

term coefficient in the dissipation equation, -1/3 for /85/ and 1.0 for /89/. although the
analysis of Watkins results shows some non-realistic values for the computed turbulent
length scale in engine cylinder applications.

Besides that, Reynolds /91/ and Morel and Mansour /92/ have considered the appli-
cability of the k- f model to flows undergoing a rapid compression or expansion. From
the analysis of the consequences of application of rapid distortion (spherical and/or unidi-
rectional compression, s , /92/) the e-equation is cast into the following form (by splitting
out the production term and assigning different constants to the differents parts):

=~- [(2 C , aII _S C , p t D 2  - ,, AD I
3 3 (4-43)

+5/ D - C2 pT + diffusion

in which the two new constants C, and C; depend on the mean flow strain tensor So3,
and D is the mean velocity divergence. As a result, C[ and C" are not absolute constant,
but vary through the flow field, depending of the local value of S,,J, over the following
moderate ranges:

C• E [1.32, 1.44]

C E [3.5,4.51

The resulting turbulence model has been applied to the prediction of a typical engine-
like situation, i.e. axisymmetrical geometry with a piston producing a unidirectional com-
pression. A similar e-equation is used by Gosman and Watkins /90/, Morel and Mansour
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/92/ and in some extent by Ramos, Humphrey and Sirign;a, /193/, the values of the
constant analogous to C, and C; are compared.

1 /90/ /92/ /-95'
C 1.44 1.32 1.44

I eI 1.44 I 4.30 I 2.93 I

In /95/, Ranios et al. use the same equation for the (dis. 1ipation as Gosinan and

Watkins /90/, except for the term peD, which is dropped it /95/. This in effect gives
them a different value of Cl, which lies between the one of Gosman and XVatkins and the
one of Morel and Mansour. When looking at the numerical results. similar di.agreiment
with the turbulent length scale appears, as it did prexviously when con:.)aring with El Tahry
results.

The differences issued from that type of comnparisoll has been tle of the iiotivations for
the simulation of homogeneous compressed turbulence. do(11 by \Wii. Ft 'rzi ger and Chapnman
/94/. In fact, the attention was specifically paid to the discreipancy in value and sign for
the mean velocity divergence term coefficient, i.e. -2/3 and -t-1.0 for WVatkins /S9/ and
Reynolds /91/ respectively. Tested with different strain rates, tihe results are not really
different with low strain rate values. i.e. when the production iof turbulence is about
the same order of magnitude as the dissipation. This situation is a right illustration of
an "equilibrimnn state". When the strain is so strong that the flow structure is out of
equ;librium, none of the k - e moodels perform well. Furthermore. the Watkins model /89/
predicts growth of the length scale during compression, no matter how fast the compression
is. The behavior of the length scale is reasonably Well predicted by the Reynolds miodel
/91/, but this model produces too nmuch dissipation in the fast comp)ressioln case (high
strain rate value). Such failure of the two equation mo(lels lead Wu. Ferziger and Chapman
to proposed an improvement by the introduction of a third equa(tion. at the expellse of a
minimum complexity.

Their reasoning is as follows: in the two equation mmio)els, the turbulence energy
determines the turbulence velocity scale, while the dissipation plays two roles; it is the
rate of destruction of the turbulent kinetic, ie"gy, and it determines the turbulence length
scale. The dissipation cannot do both jobs simultaneously in high strain rate flows in
which the turbulent flow structure is out of equilibrium. To decouple the (dissil)ation and
length and time scales, it is proposed the addition of a niodel equation for a turbulence
time scale r. The resulting three equation model has been applied only to homnogeneous
flows (isotropic decay, isotropic compression, axisynmunetric expansion anol one-dimenzional
compression).

4.2.2. THE k - w 2 MODEL FOR COMPRESSIBLE FLOWS

The uncertainty with the k - c model is obviously the diszipation equation. In this
paragraph, a different two equation model is preseno . .tm a more formal equation for
the determination of the length scale.

The evaluation of the characteristic turbulent length scale is based on a different
combination of indexes (m,n) in equation (4-16). Rather than solving for the dissipation
rate of turbulent energy, the variable considered here is the specific dissipation, i.e. the
amount of dissipation per kinetic energy unit. This model has been adapted from the



-7-T-

model of Saffman /69/, Wilcox and Alber /10/ and Wilcox and Traci /67/ by Wilcox
and Rubesin /68/ to account accurately for compressibility effects. This mo(el has been
selected and used by Ames workers because it was specifically developed for boundary
layer flows influenced by severe adverse pressure gradients as well as for e(jiiilibrium1 flows.
Its constitutive relationship needs the definition of the turbulent viscosity:

k
Vt =I -- (4-44)

The two turbulent parameters obey the following transport equations:

+- (p) k+-(t( +))*--t) )k( Pk±- 3* )pw 3k (4-46)

C O 2) 0 0 2 6U2 ( L )2)/) :-5 ax + allt ax, I T Pk - (.3 + 2((-r 4 4-6

where the length scale is represented by:

L= (4-48)

The modelling closure coefficients employed are as follows:

3 3 9 * 1

20 100 29

S -(1-Ret

10 1
9 ' 11'

and the turbulent Reynolds number is defined as

Re, - (4 - 49)

It is important to note here the interpretation given to the triirbilent i)arameters. The

authors /68/ interpret k as a "mixing" energy of the order of 9j,"2/4 rather than the total
kinetic energy present at a point of the boundary layer. Furthermore. they feel that w.

the rate of dissipation of kinetic energy per unit of kinetic energy, is a more significant
quantity than the rate of turbulence dissipation itself.

Asymptotic analysis in the wall vicinity allows prescribing the truie value of ,w when
-* 0, even in the presence of a possibly rough or permeable wall. For a smooth impervious

wall, the following boundary values are iprescribed:

k 0

20v,,,(4 - 50)
13 Y2
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This model also allows representing the Reynolds stresses that (to not necessarily align
with the mean rates of strain. The constitutive relationship is expressed as:

-p l?'cV/ j 6.3 k jitS§( 13 + 9 (4~+ 2diýd_) (d. I 1-ý3 + d~yy, (4 )

which contains an incompressible form of a strain tensor, together with the \'orticity tensor:

1 (4 - 52)

2 Dr3  ()X,

In fact, tlie idea of misalignment between turbuilenit stress ani(l straini was initially
promoted by Saffnian /70/ for incompressible flows. The relation which is used here I
a rather drastic simplification of the original prop~Nosal, butt the idea of iiiisalignineiit is
conservedl. A (definite advantage of this model is that it allows representing the anisot ropN
of the Reynolds stress components. The stress tensor cant be developedl as:

((1)2 00 )2)
7r. =/it )- 51 0.1)

- --2 (4-54)

09 ~ (- -3(x)ay 01

with:

N~ )2 + %2 a( X± , )2) (-

Different from the mnodel proposed earlier by 1Vilco(x and Alber / 10/. this tuirbulence
mod(l(l (toes not contain any exp~licit compressibility teris. All applications of this miodel
for t ransonic or weakly supersonic flows /57/./35/,/.1/44/./66/, fo)llow thle original statentnett
of Nforkovin (and latter Bradsh~aw) by neglecting thle com p1 ress]ibility.

4.2.3. THE q ;~ MODEL FOR COMPRESSIBLE FLOWS

flecendy, Cu)aklcy /57/ worked out a (differenit two-equation tiurbuience model based
onl different, turbilence p~aramneters which are similar to those of an early p~rop~osal of
Kolinogorov /71 / mentionned in the reference /72/. Tlie selected quantities are the char-
acteristic turbulent. velocity q which canl be interpretedl a's the square root of the turbulent
kinetic energy k. and the specific (dissipation rate wý. The first remark is tnat modlel could
be classified as uitilizing dependent variables namely the square root of the previous one-**.
The turbulent viscosity is defined as:

lit - C7, DpA' (4-56)

¶ *It, differs however in other several details.



where D is a damping function based on the ttirbildent Reyvnolds ntuinber:

D = 1 - exp(-caR) (4 - 57)

The tran,:port equations for the turbulence parameters are:

a( +q) +i(•7 q)= k - 2jq-tr- - pt, q) + diffusion (4-38)

2 a 2 D, ,
-W) ((pi- W,) =C, (CO wP- - - p , C2p + diffusion (4- 59)

in which the various constants are:

C, 0.09., C= 0.405 D + 0.045; C2  0.92

Prt 0.9; Prq 1.0: Pr'., = 1.3; (A 0.0065

and the turbulent Reynolds ummber is defined now as.

R = (4-60)
1/

In the same paper, Coakley /57/ p)rop)sed different versions of this turbulence model
by changing one or two constant values and by using a ino(ified definition of the turbulent
Reynolds number, but the basic reasoning remains unchanged.

The development of this model is discussed with the following arguments. The high
Reynolds number part of the model is due to a direct transformation of the k - e model
of Jones and Launder /73/ to the new variables. In this transformation, the kinetic
energy was assumed constant in the diffusion terms. The low Reynolds number part of the
model, through its damping functions, has been choosen to p)roduce reasonably accurate
distributions of skin friction, velocity and kinetic energy profiles in the calculation of low
speed boundary layers and pipe flows. The use of q rather than k as turbulent variable
avoids the need for the extra dissipation term in the k equation to balance the molecular
diffusion in the wall vicinity. One of the modified version of Coakley's model is designed
also to simulate the relaxational )roperties of the Reynolds stress tensor. 'Unfortunately.
in the case of separated flows in which the velocity gradient undergoes a sign reversal, an
unphysical discontinuity occurs in the expression of the turbulent stress, which must be
artificially corrected.

4.2.4. NON-EQUILIBRIUM TURBULENCE MODELS

Somewhere between the algebraic models and the transport equation models are a
few algebraic models including memory effects. The first of them is due to Johnson and
King /116/, /117/. With this algebraic formulation, the kinemnatic viscosity is provided
with a two layers relationship:

V, = Vt, [1 - exp( -Vt/V,( )] (4 - 61)
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which allows a smooth transition between the two zones. The two components are:

It =Y 
(4 - 6 2)

D is the Van Driest damping function modified with A' = 13. and K is the VON
Karman constant (,z = 0.41). For the outer formulation, C•, is an adjustable constant aiitl
F is the intermittency function of Klebanoff /32/.

Thus, the turbulent viscosity does not depend on the Iiieani strain, but is determined
by the maximum value of the turbulent shear stress. The C(, parameter is related to the
location of the stress maximum, by satisfying to the following requirement:

"Vt,1'1ar mr L U (4 63)

The maximum shear stress follows a simplified tramJport equation deducled froii thli,
turbulent kinetic energy equation as:

m(ax K~) _111 IDN. ;/(1.....lOxI - - 11 - D ,,. 4 -- 64 )it d,I ?. - (I t I,[,,1,...d ) 0 1 1d ,L ,,, I-,1, 1,1

This simple steady-state transport equation made of eqiililbrilI1ll between convectio n. dif-
fusion, production and dissipation is based oil the assumnptio1 that:

a, - (4- 63)

The associated closure assumptions are:

,,',,,,r L,nar = 0. 4 y,,, •l < (0.223

- -.09='O Y I . (4 ->60

The diffusion terin is al)p)roximated I)y:

with a new coefficient Cdtf equal to 0.5.
For equilibrium turbulence, equation (4-64) resulnes to:

d(-, ?,"'m,, ) a, ( ,, )[(l,,,.) ,/ _ ,.. 1/21
W d:r max La1 (2 )1/2 at D,,,j- (4- 68)

in which the equilibrium value of the turbulent shear stress relies oi the classical turbulent
viscosity

v 2, =zD 2 Ky!( 1 ," ,I/'2v 1', ax )Cq (4-69)vf,, =0.01681,-", 6*-r-



5. SECOND ORDER CLOSURE

All the riiodlels wh Ich Itave beenl pr ~esiltt it b( )vct ilt, hilt t 1 (,i t ht it t, Iipt ul
stitutive relat ionsip~ij betweeni t he trhurlclitt >1 e> 811 t lit, lilt 811 t l;Ijlll i~ A It liwl .

this formalism seemis suitable for flowý.t In II ()I lo)-t to eqijiIlb llli.l I liti alol ~till Tut)l li-'ltii\

examples of flow configulratilons' where 11011i' Of 0h"I( IiolIkMC. ' i thl' TioIt 1)1*lt ;.-1l 1 I
results. Therefore, research is going mti t' aio' lie chi ture It vi to tI( p Pvt 1li .I II

order to( avoid1 the use of the gradient tratlisi rto appj 'it xll(joion The 11 1iltt t ti);ll V't- T111

is to solve transport equations for lhe jip(livit lual tnilel-lilt 'tr(-It> it'> 011 till 11Ilt ib t i IX(-

Tlit technique is knowni its the seto hit I tnbn~l cli isure or 'olici itt oe iett 1`(ylfe\i I- Itlc-

closure ( RSE ) This problemn is being, stIud ittI f i~r ('i )Iit-tsil b lt e II bll 'ft cll tiiii

the world, but in the present niotes. ;i ~tv~tieitnl proesenltat rIon i rl it top1ic i~Iliit

Comiparedl to dlirect simunlat ions D.\S Itri to) 1;arpe tild Mv liwil~i tt iii 1. [ES- SCINf i incltl

otis, the seconid order closure doe, nt~ 0 1~l' 1)01i ,ii hifoinirill ittl(it (iit 1 thel tilt igV I 1-trFII 1llt i~l nI

its frequency spectrum, i.e. at unique t ime scab'I i., 'ctsll.Nee j is- Vt I 11 V

taut factor for turbulence miodelliug is, thle Reyliol Is - tivss ;lý>t t rt pv. Thli> mnit null t~i toV,

fundamental for the correct (lescrillt]it II of thle dliffi-remr jIdIVicitl lilt 'Cllill1liIi'l 1,~ t-1Vt'l1 JilJ lit

trdiisport 4~ the turbullenice. Rather thban rep resenit ing lhe tiniul tb nect as it ýtitlli' tiwitIT' il

it can be st~udiedI now as a tensor.

3.1. SECOND ORDER CLOSURE FOR COMPRESSIBLE FLOWS

The second1 order mnoment closures (or Reynolds stres'-s l()I(Iiob' are curt nut ly thle iii'ist

general one-point correlation miodels, from the point (of view of phyvsical tliet4)rv. 'I luese
Models require the solution of addit ionial field equlatloll"s foir Ilthe cuibeSet (If reviit ib l,

stresses - y ,; the turbulent heat flux vector pc', 7"' amid. frequently a scale equationl

which can be f or,,; 2, similar t~o that one used for th'' two-eqpualion niodlels. Thcse iiiodc'ls
are obviously more complicated than the eddy viscosity based mod)(els. Onle o)f the lio~st
important physical properties contained in these models is howvever aI stress relaxation
propert~y which cannot be correctly represented in the eddyl viscosity iiodlels.

The modelling of the turbulent stresses and fluxes introduces at lot olf new ternms, so far
not defined by experiments. It is not possible at this time to reach (definitive conclusions"
on the validity of all these closures. For this reason, in the following. elliplhias"is is 1)111

on the modelling of the Reynolds stresses whereas the renaianing turbulent fluxes will be
handled with a general anisotropic form of the gradient approximuatiion.

This remark could seemi very restrictive, but in fact the lack of exp~erimnental results
makes the Reynolds stress nmodelling p)roblem sufficiently complex to delay the equivalent
treatment of others fluxes. Practically, the application domain will be restricted to comi-
pressible flows with moderate heat and mass transfers, although extension for combustion
flows has been made already /97/.

Let us return now to the open transport equation for pv'cl'. (eq. (4-1)) in which all
new unknown terms need to be modelled.

This equation can be modelled by extending the incompressible models of Launder.
Reece and Rodi /74/ and Hanjalic and Launder /75/ to compressible conditions, i.e. using
Favre decomposition, introducing the non-zero divergence terms that were eliminated in the
original models and accounting for the non-zero mean mass-weighted fluctuating velocities
/43/. In this course, we restrict the discussion to the important points of modelling.
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t urbulent flux of Reynolhs stress p , 1 -1

Starting froii the exact transport equation for pi- ' it j> p ý1 1-- ' ;,ý• de , . w 1,h li4

Hanjalic and Launder /76/, by vneglecting (Iiffisive a1( cI( I()ti t *1' 'vii> Iit ; it ! I.,

following form:

P 1", V ,1)-1 31 ' .1 ',ý C f " C' -- " + c_ l' ,1" I.J

This form conserves the symmetric character of the third ,uder ti.>or b' I Uut. fit

practical purposes. a simpler form, suggestedI by Daly and Harlow /7T ii to )l t lto

results of similar quality.

--:, ,•" .. .. 0 .- .

* pressure diffiision: =',l' + v± 1 ,,'

Most people neglect pressure- ililucedt diffusion teri. uiitinly du, t th' lack I d i 'x

perimiental information. The measureimients of Irwin /30/ 11 a will j t suggest thal tli,

term cannot be very important. Furthlermore. somec at thors arpuied that tc li'es-l r iII
duced diffusion, if non negligible, would act to destroy the syninietry chlaracter of the triple

correlation term and support the use of the compact form givek bvy equat*iP (3-2

* viscous diffuision term: = -.--- + ,

Assuming that a) the correlation between viscosity fluctuations and other qzauir itiCs
is weak, b) the product of density correlations with velocity gradlielnts is small. Then the

development of the molecular diffusion terni is written as:

o 0o1 .1. (v.1,visc (luff._+Lx ± ,,,.; ) a!-3

If the flow is i'iompressible or sohlnoidal (weak colnlressibility. Dussauge /7S/). the
viscous diffusion can be written as:

visc. (tiff. = 0.. ( O YV-ow 1%3) (5-4)

* pressure strain correlation: = p'( + " )

In strongly anisotropic flows, i.e. in situations where second order closures are needed.

this term is a central piece for explaining the redistribution mechanism between Reynolds

stresses. To model this term, the approach is an incompressible-like technique, which

consists in integrating a Poisson equation for the fluctuating pressure. The result of this
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3c'2-2 + - 2 - -* -s,,,_+ 0-. -- - , -, "

+ 
2

a~c, - '( , __ .

Ox +',7 - 3 0, , 1...

Nvvlere3

1) D / Il

0I.

(:1I ,'.-

0,,0,- "0O,-
D , i,.w - ) x

tlow fielre fir from the wall (_Lailer. Recce amd 11di / 74/ 1.A t I it li1; t t li it- f thIi

equation take Intol at('1'l~llit nt aliiht1t the\dIlfuci l i s l it'ýllich;11-li Hai lli ;1l'A L-:1111,1lr

/ 73/ )The effec't of thi lii'lst cont i1)t ion lit tII t wo fold(:

It must lc tw(' liasize t that thie t rals )(',it it ' th ,f a (l )Vitl,- tI(.( i llllpl lt' :' i ,e ttc ii iltl
TI) at variaale sit u i is not i hat w i is h(t fiv ' i hItu t t Fi-jb a ii " ,t l lvtf t•,(i e

appears in the d(eveloplmlent (If the noij linuear ctintril)itioll (ue, to the uise (f Favre aver-

aging (see ref. /80/). Also. the foirth rank te.ns(or. clIrrleslnding to thl' high RP'y1(hls

number rapid teri'm does nlt it())'scs5 all the nmlithiiatic(al ),(,plt'rtit's of its, illcouilpr(ssi|)le

counte(rl)art, e.g.
b," $ b,; t" 1),, b o ((- 9)

Finally. the whol' term ali bhe ('(,olside('id as a liure 1(1 ,jtn)ilitio)i colntribhtitn o)nly

in the case of solenoidal tirhbul.leizc field. Otherwi se thli bulk h,'ftnmiatitn is, a so(i ir.!.,i uk
term (Dussauge /78/, Vandroninii /27/).

The real weakness of this al)p)ro)ach is the use of an ii'ci ulqr,'ssihlt' aipl lroaich ( Po1isst)n

equation) wheli the flow is co'lmpr(essib)l('. It wmldo ldC b11re justified toihlt roduce a wave-

like operator to evaluate the fluctuating pressure field, like Ftiert.ist'n /15/ tried front the

results of his direct sinmlations. Unfoirtunatelv. thle results. which have beein obtained are

nearly identical to those of the incompressibl(' foriniulat ion.

-- J) Op
*neaii pressure gradient term: = - , -_ - 1 r,

According to Rubesin's proposal for the one-equatilonl turbulence niodel. that terni

can be treated like compressibility terms for two-equation turbulencr models, assuming a

polytropic behaviour of the fluid (see chapter 6).



*VISCOM IIP1issip t ioul

I t has b)ttii showni. iii ~inciC( 11t's'sibi c14' (st S,1/, I hit T11e ii-~a i 1- 1Is tlaii-

0n1allv domiiiixiant anld necarly splierical. ii a' rat ii) (f 111c (h via ri4'1 4 ho t11 i 411111 tCli

bleiiig rt'latc(l to the Reviiohl(s tre1ss aiiiio 14(114'4li-pat iti ii, (i c-.crj'ti Iwith Iiat' 0)ii-

p4 ina~l fillietiul Nv~luchi is scailar ill thet high ij1ril ale'iit R'vli,)A 4Isi a1 r11w "()nc zinid ;dll,
a11 a8111501pl d01 )iC 1j51)t ~im elsewhecre { wall vicilijt vo a j~t autoe

wvith I . 1/ + R( /10) and Ri Olil/v4 . N t 11('rt ClSS. )uI II'Ita If 4ki lW" Irt '-,I1

szt ritIiii to ru is u I;wav 1"d so n pre'st, IIt a Ii I 4)t 1I()]e ).W

iTo 5111imii81i/v tit asluiuilti(iis liiilot 8114 vc. t114 iiio)41'1144"1 H4'viuc (1> tits' 4'(OU1011t

Call t wi14'xrit tenl as:

(, -p -- , CP--
11 3 3 D1

-30C2,~ 2A5A- 7
i/)T( i,1

3

-w + Cl~ - +

-4- C- pA +O 0 1
+x~ Ox,, 3 x1

The last uniknoxii v 11 whic relialills, ill theo iiiodeli' c \'Ii~ st ress t raiisp( rt vcyiationl.

is the t urbiulenit (1i5511)dt lol1l rate or. The iiiotellhng o~f it t ransp Ii't eqna tionl for his qu1lailt ity
has b~eenl givenl alreamlv for the first two eqilat it Iniilodelt and only th1 1'(l.-Wrev.alic:;ý (illte to
the (lifl'(reitt level (If ('14 soire art' of souie liii(rest here'(.

A b asic olifferict'c cmuiiia red to th 11' (1( v VsoIit vIlo(lel is that the'1 ''i 1(5s (se

(ca11 be ct isisjered 114~ itV s exact (quantit ites. This y'ield s a iUl( we( accura t c valtila I ( of AP.

theipo' 'duct ion t('riii. Ftirt hI('1iil('. as the eddy Viscosity d(w~s 11(11 exist aily longer, the
nri )ulent hifl'nsi( I t ranisliot ()f thle (dissipatio is mode 11)l(led'( by at genera liyA'1 graditent flux

app)()r x mat ion fromni Lamidiie(r /82/:

- I --z - (3- 12)

As far as 'ompiIressib~ility teriiiis; are cmilcernied for the dissipation equnationi, the exact
derivation of the equation intro(lnces variable dlensity terins as shown in /SO/ but the
u1slal method is to ignore these ternis andl keep the c&upiat ion siniilar t o its incomp)ressible
c'ounfterp~art. The modelling is done globally. If coinpressihiihtv termns are introduiced1 inl

the out Ullent, energy e~jtia tion or here. iii the Rleynolds stress equ at ions, explerie'nce shows
tha~t their cotuiterpart is nleed(le( in the dissipation equation as well.



The niodifications induced for the total eniergy equat ion are (lerivei I sxiiillarlv: t Ia

turbulent fluxes are expressed with anl anisotropic relationship anld the triple eorrel at *1011 ,

follow the same approximlationi as lit the Reynolds stress equationi. The miodellcd rotal

energy equation writes now as:

__2 0 C,

p t-, E + +

&&pk +-X t0' t + (p 112 0) (

kx.

02. OTHE SEON ORDE CLSR1MDL3FRC MPES
IBLE FLW

Inteabv argah absk eo~ orde clsr has 2 )1 oi lrsei I hch

mass trasersi a ov t parain h a.fri basic sclndosrde, theefosrt has !wI preeii iade t emhaichit

tmptsehtongccorretl the lvnariiiicalet efield,. leavs(o irty yuing romfr ae plveneltof lie heatg

ofnthert worersit floso prBusedi thie tvi of odlosr.l~ing aprxmtin lieiii. Bonneto/S iisol/

tat siilar there ia s ,titl he above. waytl l hefo hoe a co iplert tvra1ie assir al(Il~l strn ih lllivt ale(it

mascae trathfersthanbusingd a o thliel io siac lngtliscale the iiefort lasieen yctics f le two- c ipia ii t,

correlation to (lefinie an integral length scale,. foir 'which he derivedI t tranispo(rt e(Iilat loll.

For wake cal~culations. 110 explicit conipressilbilitv t ermis wcre Iilc~lide~l1. (' oivci sely. Ilielia 11

to use such t ernis for stutdying the supIersonlic free shecar 1ýyrsprain~'ihg rate 1/14/.

NWilcox and Rubeslin /68/ extenlede~ their tw i-etpla t 10loll i~llo1 to Secondii order ch sliir.

Independent ly from having a tliffereilt scale c(sjutit oli. their iixi ithllixigý tiffcrs signihfca lit lv
from the basiic version. even for ilicomulIress"ible flows, inl thle pressur ,t rtlii ci wrelhit iiil

terml. Rather than assiiniiigin a Set of properties, for- a fourth raktcliLs ii such as svlliliciet v

and1 lilcollipressibi litv. t hey ('villim~t ed thle conlstalit s healoiigi hg. to t his terili . 1by foirc ixg do

Reyniolds stress to follow the san'c (list rili ottioli as the' oxie lindicated bY the voxistitiltivC

relat ioriship withI thle two equation H miodlel. Fuirlt herniore. thlox a'glect complillet ely all coinl-

preyssibihi t terujis. W~ith this xxi olU. t hey obt aixi sa tisfa ctorv resixl t s for the th'escril t i0il

of the compressible h( iuiiidalv layer with adii verse and~ fatvorabl d pressu re gradlo-lit s. Thusi.

they concllohidfd that svconld Order closulre models,, wvith iiaelelliiig i thxitha lntiare Ill-

el~epdentllt of tie prlessure gradlients. repiresenit thle exlperinienit al (hiti ab et ter tha litx amixinig

length imodel with pressure gra~lent olepeniileit niodellinig. This cni xiriiis thle iiit Ii-ilsl

general capabilityv of this type oif closure.
.Janicka andI Lumlev /84/ iisi d a tlifferent t eclixiique. Altholioigl theyv iisedl at odified

techiniqu to dlerive their t ranisport equat ions. t hey caine out withi a (coxuipleteI scrondt oirder'

closure, applicable only for low %lacli imiuxbcr flo ws. They applied tlimt closure to thle

calculation of He- air and CO2 -air jets'. The significanit resul~t of intecrest ili thli presenut
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course, is that they use variable density terms in the Reynolds stress equation having a
similar counterpart in the scale equation, although it is not vet estabished that the density
variations, in the flows studied are large enough to validate the use of these terms.

Algebraic Reynolds stress models

A slightly different manner of departing from the simple isotropic eddy viscosity re-
lationship is to use instead more generally applicable algebraic stress relations obtamied
from a drastic simplification of the transport equations for the individual stresses. This
simplification is based on an idea of flodi /104/, who suggested relating the transpewrt

terms (i.e. convection + diffusion) of p vC.1'4 to the equivalent terins in the k-equation
with a simple scale ratio:

D k D apk)Dt Diff(e~",) i (Dt Diff(k)) (5-14)

Introducing the source terms, the individual stresses call be solved from a set of
implicit algebraic equations. As the source terms are modelled with similar closure as-
sumptions as st ',idaid RSE models, ASNI provide the same cc'uracy without the need

to solve additive PDE's. The basic simplification is valid only when spatial anld temporal

changes of k--- are small compared to the changes of r" r"'' itself.
Nevertheless, for non-equilibrium situations, the set of algebraic equations hlippenns

to be very diffi'-ult to 1ve in an efficient manner. To overcome this difficulty, various
attempt have been made to treat the problem as a perturbation model with respect to a
' - e model for instance [118], especially when expressing the turbulencc product ion terms.



6. COMPRESSIBILITY EFFECTS

So far, the so-called compressibility ternis have not yet beeln modelled, blit although it

is not quite established how important they are, most of the mo(lelling effort is at tached to
their description. Beyond the correction to k - f moldel in a heuristic fashion / 105/./106/.

consisting to add an explicit link of the eddy viscosity to sorime characte, :stic tlr'bilhlit

Mach number, special modelling effort can be given to the compressible terrms in the

transport equations. These terms are:
"* density-velocity correlations
"* pressure correlations
"* compressible dissipation

The following represents the successive attempts to model properly these terms, froin
the pionneering work of Wilcox and Rubesin /10/, /43/, /68/ to thle iore recent (levelop)-
ments which are currently in use.

6.1. DENSITY CORRELATIONS

The evaluation of the mean pressure gradient term is linked to the knvwledge of the

,lensity-velocity correlations P' 'Q. Two different techniques are available.
a) Let us assume first that the total temperature is (onstant iII the whole flow or at

least within the field of turbulent edldieds:

Trot = T + C coust (6- 1)

Following the mass-weighted decomposition. T and it, can be replaced by mean and
fluctuating quantities. Then equation (6-1) is writte(n now after lmass weiglhte( time aver-
aging as:

+ ' -- + C Tt,,t (6- 2)

2C'p 20,,

Subtracting froum (6-1) it, instantnleous forum, yiel(ls:

T " 1 .. . 1 . . . ,
T=-- ---- (e -(6') 6-3)

Then it is reasonable to assumne that the mnean velocity, in at least on(, direction will
be much larger than the fluctuating velocity in that direction, and to represent equation

(6-3) with its leading ternis only:

T" = ~;-1. (6-4)
C,,

Rubesin /43/ assumes that the fluid l,luiaves, at least locally, in a p)olytropic manner.
Then:

P 01 itfi - pT" it (61)-- = -- = (6 -5)
P P 1 n-I pT 1-i l

where n is the polytropic coefficient (n = 0, isobaric: n = 1, isothermal; 7 = Cp/CC,,
isentropic; etc... ). By combining the two equations above, it is possible to relate density
to velocity fluctuations as:

I /_________ "

P = - 1),,T l (6 - 6)( ,1 - 1)CIPT



Tan therefore get the dlesired expression for tile dens~ity velocity correlation:

p 111
V~~~~( -- 7)~V4 t 0 t

Then thle gradient flux approximation can be used again and it conies*

i-1 Sc, ( (6 -S)
p (n-)CpT 3

Now, it is possible to simplify further this expressionl by specifying that the PHow hias

a. principal velocity direction. Then the onlly applrop~riate valuie for th lit'liniiiii Index Is
i.=1, and consequently, equation (131) reduces, to:

1) const. 6-9

Since the value of ii is unknownu, it lbecoilies a modelling cc efhicjent and its valuie canl
b)e includledl In the constant of e(julat ion (6-9). Note also, that 11* for in1ccomplressibl1e

flows together with 11', -+ 0 as. required. kla 2 is a me1(asline of the turi lilenct' Maclh ilimnil er.

ri takes a~ value of about 1.2 a.,- expected l in on iselitrolpic flow~s /43/. Wilco)x andl Alber
/ 10/ proposedl a forml simlilar, except that 11 muilst be less thian unity to( have thle saine sigil
as in their work.

I)) An alternative represent at ion of r'~ thIat doe, no I(t 1eju retleasullti iio ci

I stant total ternlperature wvithin thle turbulenlce. Is, to uisc directlyv t lie polvt ropic lawv ill the
definition of the density velocity correlation. Theni:

~0 -Te 0  (6- 10)

and the p)robleml is shifted- to the evaluiatlonl o f the t un-bulc'nt hleat flux. Ill absenice of the

use of either equation (6-7) or (6-10) to) checck against several se'ts of expe'rimneital dlata.

it is niot clear whiich is the best niodlel. Most of the appjlications re'porte'd by C'oaklev

et al. /51/ and Viegas and C'oakley /52/ mieglect ed the conm1 )ressibihIIt y terms. Equationi

(6-10) has the advantage of being simlpler amid not reqjuiring a comistanit total tempheratulre

assumption within anr eddy. This lat ter~ hvpot lis'sis call be of ll)talc.otnyfrm

a quantitative viewp~oint biut. also ili a p~leziomenlclolgical sense. Suippose a b~oundlary layer

flow with ii > 1. Equation (6-7) wvill produce a colls-tanrt positive sign to r'd. whereas

eqjuation (6-10) c-ali assign either p)osit ive or negative values. d1ependicing onl whether the

flow is over a cooled or a heated surface.

6.2. PRESSURE CORRELATIONS

Tile second compjressiil~ity ternli ill thme turibuilent. kinletic energy equation is duie to the

interact ion between the fluct ua~tiing pressmire a 11( the (divergence of the velocity fluctuations.

The modlelling of thmis term is possible following two different applroaches (lire to Rubesin

/43/ and Zeman /119/, /120/.

6.2.1. Rubesin's modelling of pm'esstire divergenmce



From the polytropic behaviour assumIption, this terin is expressed as:

lip, at," 10

O - O1 (6- 11)

After manipulation of the continuity equation, and postulating that the turbulence
intensity varies slowly along streamlines , Rubesin /43/ gets the following result:

'- = 1' (6- 12)

where F is the r.m.s. density fluctuation intensity:

<p =r6-3

The variation of turbulence intensity F from streamline to streamline, can be ac-
counted for by setting F 2 proportnal to the local kinetic energy of the turbulence. Usu-
ally, the constant dominant flow direction implies that il > 1'2, even in separated flows, so
that equation (6-6), when squared yields:

F2 == Cnt.L 2 k
const. (6- 14)

a2 a2

and then introducing ý, a new modelling coefficient, it comes:

P-- L,2= k • J0_ (6- 15)
010 a_ ,2 a 0

Various improvements have been brought to this modelling approach of the pressure
correlation. Substracting the mean continuity equation from the instantaneous form yields:

0 a: p' ,, 0• ,0 •0P' 0p',I,"POv.- t O -- -0 - ti7 OJ - - a (6- 16)
-~-O 0o 1 010e

For mass weighted variables, Taylor .'--iunption writes as:

-p + o, P Ox• 0 (6-17)

and (6-16) becomes:

_o•, P'" oa;,o ,,l op op't,,'
=Ov - a , -O a _ x __a (6- 18)

ax" P ax0 ax0 0 r . Ox0

Multiplying (6-18) with the pressure fluctuation and averaging produces the following
form for the pressure divergence correlation:

O" ' , p p'p O vW O p1,Op'v (6-19)
0X - p Oa'P p Ox, p Ox O p ),(6
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"As pressure and density fluctuations are rather correlated (be)ecatise of t lh, equation (of

state), it can be expected that pressure fluctuations are weakly correlate(d to the density

fluctuations derivatives since they belong to different spectrum range.s. That remark ap-
plies also for the last term on the RHS of equation (6-19). Using the polytropic assumption
to relate the density and the velocity fluctuations

SP,(6 - 20)
In - 1)CpT

it comes ____-_

P, -- ( I- z c (6-21)

Using again the polytropic assumption

p' ===#-RT ; p = np toRT (6-22)

and the pressure-velocity correlation can be expressed in terms of the Reynolds stresses:

p 3  (6- 23)
1y(77-1)

To summarize, the compressibility terms can be modelled as:- 1
pt,; n(--)•T . 0p - ,p (.(6-24)

09. ý-(n- 1) a ( l-yc, ox 0 .

lop V03 VV•,,j 1 0p
-t - (n - 1)yC,,TPOxa (6- 25)

Nevertheless, this modelling of the pressure correlations relies on relatively restrictive
assumptions about the behaviour of the density fluctuations along a streamline amd the
absence of the total temperature fluctuations.

a) Total temperature fluctuations
To discard these restrictions, Rubesin performed a detailed analysis of experimental

results. Consider again the total temperature expression:

H"=h"r+i3h + k =- (6-26)

Neglecting the total temperature fluctuations and the higher order terms,

h" = -iivýv (6-27)

Rubesin noticed that in strong compressibility situations, those fluctuations could not
be neglected. For instance, the experimental results cited in /106/ indicate that within



an hypersonic boundary layer, e.g. at W, = 6.4 over a cooled surfact, with T,/Tj, 0.46.
the fluctuations can have magnitudes ranging from:

1.4% < H' < 4.87,

Equation (6-27), therefore, has to be modified to account for these fluctuations. To

do so, Rubesin /109/ postulate a gradient law for the enthalpy fluctuations:

h" a 6- 28)

By analogy with the turbulent heat flux law in a boundary layer flow, a reasonable expres-

sion is: k Oh]
h~ " acpc2 - (6 -29)

h" = -c~p f.2 jX~z(-9

in which c, = 0.35 and subscript 2 stands for the normal direction in the boundary layer
approximation.

From that, the polytropic assumption can be rewritten as:

p' _ 1 ph" 1 p , 1 (6-30)
p n-1i/h - C (--30 C

which can be used with the definition of tV" to yield

"Ip'V 1 c, k I O .i
[p n -i O PC Ilap (6-31)

Recall that enthalpy can be expressed in terms of the sound speed:

( 1) (6-32)

so that equation (6-31) can be written as:

V h=(-) EO~ 2, ( - 1) k Ohl PZ3V (6- 32)

As stated by Rubesin, the terms included in brackets can be considered as moments
of turbulence Mach number, which vanish in incompressible flows, i.e. ai --- 0o. Thus v1W
can be considered as a measure of the degree of compressibility of the turbulence. It is also
interesting to notice that these compressibility effects are directly linked to the local heat
transfer terms. If we restrict ourselves to the thin layer approximation, equation (6-32)
can be written as:

=ý (--) Cf2I [pvi&2 (6-33)vl (n 1 c
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This expression indicates that v'" can be either positive or negative, depending onj the
signs of Reynolds stress and static enthalpy gradients. In a jet flow. these two quantities
will change sign simultaneously at the centerline, and therefore, the sign of c will renlaili
constant across the flow. Differently, in a compressible boundary layer on a cooled sur-
face, h has a maximum inside the boundary layer, whereas Reynolds stress do not. The
induced change of sign of the density-velocity correlation will produce different influeciw,
on the k distribution in the boundary layer. This can relpresent the different behaviour of
compressibility effects for attached boundary layers and free shear flows at similar .Mach
numbers.

b) Density fluctuations
This improvement aims to avoid any assunption on the behaviour of density fluctiua-

tions. The continuity equation for fluctuating quantities can be written as:

+p 0 p,• + P = 0(6 - 34)

which can be used for developping a transl)ort equation for the density fluctuation variance:

- +, , - , + 9 -- p',' _ + 2t,,p'- 0 (6- 35)

Therefore, the pressure velocity divergence correlation can be expressed (using again
the polytropic assumption

p-' lip' av("
P " .P' (6-36)

as:

-- IP -+m'n-!> (6-37)
Oxp P POx,' p 2p 2  at O.r J

Consider once more, the variance of the density fluctuations: F P 2-/p. Using the

mean continuity equation, (6-37) simplifies to give:

aOxk pO90 [" i 92E1 a2E1

, lip t + 1". (6- 38)

Combining equations (129) and (149) and neglecting higher order terms, the local
value of the density variance can be expressed as:

r,2 = (ce - 1 k 1 Oh 09 (6-39)

In the computation wi'lh a k - F model, each of the quantities in equation (6-39) are
known and can be used to establish the F distribution. Doing so, the restriction to slow
variations of density fluctuations has been discarded, and make possible the application to
the crossing of shock waves for instance, provided that the local gradients are calculated



-•45

properly. Nevertheless, the shock wave crossing is still a problem which would require a
more extensive testing.

6.2.2. Zeman's modelling of pressure divergence

a) density gradient
In a first approach, the zero pressure gradient compressible boundary layer was con-

sidered. With certain approximations, one can cast the equation for the pressnre variance
p,2 in the following form:

-p a pý- -a D-Pv3  (6-40)

Zeman expressed the pressure flux in terms of the turbulent mass flux (density/velocity
correlation). That correlation, can be closed by a gradient approximation, i.e. a functionl
of the mean density gradient. Then, Zeman assumes that, in the boundary layer approxi-
amntion, the substantive derivative can be neglected and the translort equation reduces to
the balance between the pressure dilatation and the density gradient terni:

-. )P )\2 a 2

Po- f( mt ) "v I' (6-41)

in which rt is a turbulent time scale, So is a function of the turbulent Mach number M-.
which must satisfy the limit condition:

f M mt asMt - 0 (6 -- 42)

According to Zeman, the density-gradient contribution to the pressure dilatation is always
positive and reflects the process of conversion of the potential energy to kinetic energy.

A correct choice of the appropriate form of the function fp lead Zenian to the re-
alization that inclusion of this contribution yielding results which agree with Van-Driest
scaling.

b) Rapid compression contribution
By a rather straightforward manipulation of the flow equations for compressible homo-

geneous turbulence, Zeman and Blaisdell (113] proposed a model for the pressure dilatation
correlation based on a term of exchange with the mean, oin one side. and a mean velocity
divergence on the other side.

,0+(1),-P + Cd,,,p 2V.U (6-43)

in which p, is the equilibrium value of the pressure variance.

This model represents fairly well the physics involved in the DNS of Coleman and Mansour
/121/ (spherical deformation), but unfortunately it is not able to reproduce the results of
a rapid directional strain.

To overcome this difficulty, Durbin and Zeman /122/ used the Rapid Distorsion Theory toii propose a compressible model sensitive to directional strain, based on the balance of the
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tranpor equtio forthep ~ correlation. That mnodel. which is bilinear with resp~ect

to the trace-free strain rate tensor ai(l the turbulence anisotrolpy a,, wellf i writ ten as:

-Cdl I.dhkk.J

where S,,= l(U + U j - 6,) is the trace-fice mieani strainl tenlsor and bJ I's the
anisotropy tensor. In the p~resenit k-e modlel, becausew the aiii'otropy Is not acces'sible for
this level of closure, we used a simpler versionl

- ~ 1 2C~~k( . 6- 45)

OX0,

This rapid1 cont ribuii oll to pis exp~ected to be vcir\ impo~trt ant inl .'llock, tu ibillvilct

interactions. It was idlent ified as ain Import ant kinetic energy sIink inl thle D.NS of rapid
dlirectijonal compression of tuIrlbulence, ( as opposed to spherical comupression where S'* 0. ).

6.3. COMPRESSIBLE DISSIPATION

Although comnipressibility effects applear nat urally inl t he pressure' correhat ionl t ernis.

they c-an also be taken jinto) account by ot her IlleCiiai 1,111s like thle olissipat ion.

Zeinan / 107/ and Sarkar ct al. / 108/ p~oinited out a coiiipressible contribution iii the
(dissipat ion t et-ns. Recal thle exact form of the dlissip~at ion foi. thle Rleynoldls st ress transport

e(jquat ion:

wh~ich reduces for the tuirbuilent kinetic enlergy equiationi to:

pf=1 (6- 4,)

In which (7", Is the filuctulation of the stress component. Define the strain rate and vorticity
tensors as:

1 (01", +,' (6 -48)

1 11a Dili)(6- 49)

For comnpressib~le flowvs. Newt.o n's law gives thle exp~ression of viscous stresses:

2
2pj- -63(6 -50)

3

in which

d =divi7 (6-51)
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Neglecting the viscosity fluctuations, the relation applies also to fluctuiatio ls. Pre-
serving the symmetry properties of the stress and strain rate tensors, the dissipation Can
be written as: 9-

pk P(2" s" - ad'-) (6- 32)

Now it is straightforward to show triat:

at,", 0
•"s,3 'r;+ 23 ,c (6-33.5

After some manipulation, it comes:

Sx"r xo- - -- (r•, ') - 2v." ( ' ) + (6 - 54)
OxOS ax C, Ox Ox, Oer+ O

which simplifies for homogeneous turbulence to:

(91", 0"1
- W, (6- 55)

The total dissipation becomes:

,= P ( •r 3 + (6 - 56)

Thus, the dissipation rate can be splitted in two components, the solenoidal (lissipatiolI
eC and the compressible dissipation (dilatation dissipation for Zeman) c,

P- ., + p. (6- 57)

with
Ps O a3(6 - 58)

4-
pf = -11d1"2 (6-39)

Sarkar et al. /108/ and Zernan /107/ suggest similar models for the compressible
dissipation, based either on the observation of randoiily (listributed shocklet strructures iI
the direct numerical sinmlations /111/, or on an asymptotic b)ehaviour of the equations.
For Zeman, the modelled dissipation has the forum:

f = fl(1 + cdF(MI,.K)) (6- 60)

with Mt is a characteristic turbulent Mach number and K the kurtosis of the velocity
fluctuations. For Sarkar et al. , the modelled dissipation is:

C=E'(1 + om l•\) (6-61)

in which a, is a constant equal to unity, and Mt is also the turl)ulent Mach number.



In a recent paper, Nichols / 110/ proposedl a, -e i ndel for compicutsild flows. Becillt>.
the addition of the imean velocity divergence ill thle pn idiictio 14)1 ciii. -Nic'hol Lwor)ked out 11

a transport equation for the tiiihulent k I metic edit igy I i tiii oTl. f I )IiiWt]Oiht ed iiVCNihgt'( t

variables. This produces extra terms depending of densityv-rlocl 441Vc( )lelmiotitni>.. Aiioin.
themU, thle Miost significanlt haS heeti identified its- a t hr1 ilt'iit velo( it V-tdeiijty (i,ýTto

2e~p'~ S~ 6 - 62)

w~here S5,1, is the inlesi strain ratte tenlsor:

-. ýi =±0" 6 -63)

Using the differential forml of the energy equation andI inti~detilig the fluc~tuation, o4
total tenmperature andl pressulre. denisity-velocity. correlat ion I's Cxp rt ,'cdt 't 1a:

c'2

6 (664)

The modelled form of thle tuhrlbileiit velo city-dchisity (Ii sipatioii i.,:

Where Alk = V/A/i is t lie tini 11leiit Macl lhil numbr aind P is t lit, 14~I pimit'tit 4 t(r 111 ( chidiIn g
Including the mnean veoiydvergenice ). The coli~stmait CpINitd' fu(I )Ioi~ b0c 4 4.0 thlr "iilwli im-
merical experimentation for Jet spreading rate ;A fminct ion of MiWcimun ir EqJUat oll 1
can be considered is at correction to the production Itori' Mi the triix1lot kiiict ic em11iAr
equation. The product ion term iii thle (liýsspipat i ui c pataio iii ca 1cm iI t I1 withI thle com-

prsille BoussiuesqI approxiiniat ion. but dloe's not imicluethI le tiurhulticilt vt'lo cmty-dclthsit
dissipation termn. It is assumiedtl t ht thle velocity-dciisit V correlation)1 is aIs'siciatcd wvith tilit,

large-scale structure of tlic flow whileC (liSsil~at ionl operates iii thle smiiall- scale dissipiat iVe
eddies.



7. MODEL IMPLEMENTATION

For many years, the development of niumnerical metliod., ha,- bvcii ,i, t x: •d ib Tih
need of solutions for the Navier-Stokes equlations. OI11y recel'tly. h1;. ilirt'-T i,,, 1i';1,,ti il1

the solution of turbulence models and the development of ac,'uratt tur, ,i ilci, i.,,o i ,i hit,
been recognized as a necessary route. Indeed, the interest il. algehbrali ,illoulhl ha.,e 1,,rn

due in part to r inherent simplicity, but also to the st ra-lghfoiwani ,xNt11,iolj frolni
laminar to turbulent cases by merely an alternate definition oif thc Vi-e,,>iiv ,lifhcieiirt

Unfortunately, experience has shown that such a crnde mo delling l.- ipt i i,,'lwas mlit

satisfactory as soon as the flow was slightly complex. The use of traiaispIot q(Itiamrui

turbulence models introduces the turbulent kinetic energy, which inu('ls to 1., •'cucilitt'd

for in the total energy budget. For incompressil de flows, this c mict,)t is i.iit relvaint.

since the pressure is riot a thermodynamic variable, but has iiml a miwchim,;iji rohl. Ill
compressible flow the situation is ouite different and the existence of A" i felt ,rywlmer'

in a Navier-Stokes solver, even insidth the Euler lpart.
A second difficulty, which is associated with transport eqiuation. for t rt1,)1lli',' mu(,-

is the treatment of non conservative source termns. As minost of winimrical climciiic for Navir-
Stokes equations took advantage of their strong comservative character. prohltrl'ms relate.l
to the stability and the stiffness of source terms has ofteim been (iscareheul. We will ex;a11mmnmi

in this paper, various techniques to handle these p)roblems. e'slpecially it thcie famnwwrk i ,f
implicit schemes.

7.1. Energy coupling

The instantaneous form of the total energy definition is:

pE p1 + 0'oCo7 (7- 1)

In terms of Favre mean and fluctiuating components. t his e(hliat ion huec' nws. after tine

averaging:

j + o + k" (7- 2)

Therefore the solution of the temperature field from the total energy equation requiires
the knowledge of the turbulent kinetic energy. Neglecting that (fliantity /98/ is equivalent
to ignoring the energy which is extracted from the mean motion to constitute the turbu-

lence energy. For incompressible flows, this is ignored and the turlmlent motion is only
superimposed to the mean. The coupling appears only through the mechanical role of the
turbulent stresses, which are added to the viscous terms. For compressible flow calcula-
tions, all the energy exchanges between the various scale motions must be comsidered to

satisfy the global energy budget. It is well understood that, in most of the inviscid part of
a flow field, the turbulence level is very low and the energy budget is not affected. But in

regions with high shear or strong pressure gradients, the turbulent kinetic energy can be
of the order of the mean, and must not be neglected as done usually /44/,/51/,/99/.

The complete formulation of the constitutive relationship for the Rcynolds stress is
written in terms of density weighted variables as:

, & ,• _ 2 &, _y7 
3 

2-P'v lt 0-•+o =x, /i 6,, - ktop (7 -3)

,•3 ax 3 C91



in which the t urbulenit kinetic energy termi makes thle colt racte(l iii(IeX for pil1ossible. Thi1ls
feature appears explicitly in the mlonlienituin aild total enlergy ecjuatioiis wllitre a tuliil~leiit

normal stress is added to the mean pressure. A sýo-called effective pr"Il- can be definled
Ill th- following way:

p* =p + -I (7 -4)
3

In fact. this turbulent cont ribultion to the p~ressuire field is only all appn ),X IIiaiit lotI

neglect ng the anisotropic natunre of the Rleynolds stress teiilS H-. It was onlyxlilt roduced to

insure a nonl-zero trace of this tenlsor.
Such an approximation dloes not take place withini the frmiiiwork of a second~ order(,

closure. In that case, the normal stresses appear eXpliicitely in thle inlionent uni and to't al
energy eq1uations. Then, the relevant effective pre"Sure i's not I'sotrol)!( ally houiger. but
also d1epenids onl the tuirlbulenit energy (list ribiit ioll oui its three-( normal compon1 ients. For
inst ance. in the n -niouentunii equation. the effict ive 1).,sl( Nviii b~e:

-p+ p)(7 -3)

Unfort unat ely, thle con)icept of ail ailis )t r(pic pres"'Iite fie'ld I. d(ifficiult to) hand le. v,-

lpecially WithI res'pect to thle temp~erat ure fieldI. Tlh iref re. it is I(1 C 11Sarv to folloiw thle

5811Wt reVasOlzining ais for thle static pressu re de(fiiiit (il froii thei kiml,( -tie1 oiV of gases. aniM

appro( ximnate thle t ll-iii) leut 1 iresilre ')N- thbe ilivi 'ai of' t lir ( - e Holipll aiil. i.e,.

7.2. Diagoiialization of jacobian matrices

To avoild thle severe limiitat ionHs of explici t mieithods,(Is.implicit ,( laicics ar i(- refet-rr( c. A
classical ( but 110n unique) Ilietliod for oihtaiiiiliil")a;m implicit aPI,~( Xiiiiat ionl is to take the
tiliiide (i('iati v( of tie original system /1100/.

O OU OF OC 1  6

WithI thle vecto 01 element s:

U F ~ pul
pE IME + (p) -+

GH 0

P~f H,

Define the jacobiai mua ticefs ats:

A -OF 13=OG C OH
A- ' B - C--



T

the implicit ap)proxinmation writes as:

la.-t OB.
+-At-- + At -. ,, 1

Ox Dy
with the following increments:

6L"+, = \t 'Uv1+l - At --

Oa Ot
Equation (7-7) can be solvcd either by ap)lproximiate factoriza t loll or hy chs.-ical re-

h,xation methods such as line Gauss-Seidel or point Jacobi.

Equiation (7-2) is used ini thel development of tile diagonal forin of the jacobian riIces
A and B. Consider. for instance the x-direction, the jacobian .A can 11,' rlated to its

diagonal form by the relation:

A = SX-A.-t .SX (7-8)

Take one further assumption, the k - • two-equation turbulehnce itiodel is used iII
conjunction with the Navier-Stokes e(qulations. Then all matrices are (dimensoiied 6 by 6.

The diagonal A.-. is:
(1 0 0 0 0 0]
0 o 1 + u * 0 0 0 0

o (( () 0 0 0(79
- 0 0 0 u-c* 0 0-

0 0 0 0 I0

0 0 0 0 0 u}

The speed of so((d c* is a modified form which includes the turbulent pr,,ssure. The

transforniation matrices SA and S"-1 are written as:

03 37i 3i' 3 1(/2
1----- . -- -) I--Il 0C-22 (,2 2 c.2 .3

-- Ic* "+F C13 ' -- 3ft.3 (3-- 3 ) 0

2' 1
-- 0 - 0 0

SX 2, , ((7- 10)

U1c* +(,'3 -c* - li -3. 3 (-j-3) 0

t; 1
-- 0 0 0 - 0

P p
1

-- 0 0 -p tP

10 2 *1 
0 -

2.c :2 2c 2

- UC1I. 1
a +- - - 0 ()- - 0

2c.2  2c* 2c' 2  2c

2c 2
Ssx-' - 7- 10)

SXAI41 SXM142 pS SXM44 0 (7-11)

kk 0
S2c. 2  0 2.* 22 2

L 2  0 2(.2 0 f)

"T 4 , ý'y J Ar I IT A iT" ' k . .1
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with

SX141 = a + • - (7- 12)

SX 42 2c� 2 + c*+ 23 23c 2  - 3 (7- 13)

a f, 1 ) /2
SXM44 - - 2c* + - 2302 - (7- 14)

in which a = (f2 +i 2 )/2 and 3 = -• -1. The jacobian A includes also tlie coupling through
the turbulent energy k.

0 1 0 0 0 0
9

_,&~2 (3 - 1)ji -3 13 - 3 0
3

fi 0 0 0

A41 A42 -,; 7i - A 2 ( 15 0

6 k k 0 0 0

-lE E 0 0 0

A41 21 -2 - fkk- ( - (') 7- 16)

A42 - 2 + k -) (7 - 17)

A similar form is obtained with a second order closure turbullence m)odel. Im the

matrix dimension is then 9 by 9. To illustrate that. only the -4 jacolaiii is showii here:

p 
p

pi t)52 + P + till
p • s i + pI " cI

pE tPU + (p + 1i,-) 1 + /)l-,U
U = pU ', F fillll

pr 2  2pt,
f)IIIW

01)'2 + I) + jfI,

pbf
pcE + (~p, + ¢ fi 2 ) l '

G nut
S.(we

fi!'



0 1 0 0 0 0 0 0 0

A21 A22 -fib 3 0 0 1--

-fv v 0 0 0 0 0 0

A41 A42 -Ot - 0 1-)
A = • - - (7 2 18)

-uv'u uv" 0 0 if 0 0 0 0
- f f 0 0 0 fi 0 0 0

-u" 2 fi u" 2  0 0 0 0 fi 0 0
-v" 2ii v"'2  0 0 0 0 0 f, 0
-w"ý2 i w'' 2  0 000 0 0 u

with the following terms:

A21 = a/3 -_a2

A22 = (2 - 3)fi

A41 = 2/3aiL - -Li, + 13•k - i"," - h'2 (7 - 19)

A42 3- 33A2 + +1" 2

2

These matrices show clearly the coupling between the Navier-Stokes equations and the
transport equations for the normal components of the Reynolds stress tensor, just because
of the introduction of the turbulent kinetic energy in the global energy budget, whereas
there is no apparent coupling with the shear stress and the dissipation rate equation. In
fact, these equations are relateA to the previous through the source terms only.

7.3. Treatment of non-conservative equations

To treat implicitely the source terms, various techniques are available. Recall first the
general implicit approximation:

(I At . AtOB.+
( I + At-_--- + - - At.C) b5Un~

1 = A-rn

The simplest way, which is somehow trivial, is to apply a first approximate factoriza-
tion, without considering the formal content of the source terms. Then it comes:

DA._B . A. OB.

(I+At- 1 + Ot 9B9 - At.C) = (I + At-+ At-)(I At.C)+O(At2 ) (7-20)

The C matrix can be considered as diagonal whatever the formal content is, i.e.

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

C= 0 0 0 0 0 0 (7-21)0000 07-1
0 0 0 0 Hk 0

0ik

O0 000 0 Hf
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for the two equation model. With a second order closure, this matrix has the following
form:

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

H00 0 " 0 0 0 0

/U V

0000 0 0 0 0_(,-22,

H.
0 000 0 0 0 0pE ( 7 --22

0 0 00 0 0 0 H 0
000 00 0 •

0 0 0 0 0 0 0 0

Before doing the work on the space operator, the inversion of the diagonal source terin
matrix is straightforward:

0. 0A3AO. U+ A"
(I + At---'- + At O.) = .(I + AtICl)-' (7-23)

Therefore, the explicit increment is modified first by the source term contribution,

before being updated by the space derivative operator(s), either with an approximate
factorization or a relaxation technique.

A slightly different method avoids the factorization for the source contribution. Then
the source terms are grouped with the transverse advection operator /101/, /102/. In that
case, the same eigenvalue is used, which is the the maximum value among all equations to

be solved.

Unfortunately, the use of these blind forms, without accounting for the formal content
of the source terms does not guarantee the stability. Therefore, it has been found necessary

to develop more exact forms of the jacobian matrix. Although various developments are
possible, we will develop here a typical form which has been worked out by Viegas and

MacCormack /103/ for a k - turbulence model.

Consider the set made only with the turbulence transport equations. The convective
and diffusive parts are supposed already solved with the Reynolds averaged Navier-Stokes

equations. Then we have only to work on:

-UH (7 - 24)
Ot

where the two vectors U and H are now:

[pK] ]H,

An implicit approximation of equation (7-25) is:

Ln+- = I" + At. Hn+l

jI
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in which H"+' is evaluated at time (n + 1). This can be achieved by a first order serie
expansion:

+1 H" + OH-1U; with 1U - U"
OU

Then the implicit approximation can be rewritten as:

OH n"
(Z t - Wf6 = At H(7-26

The task is to evaluate properly the jacobian matrix. Let first discriminate between
positive and negative source terms. An rather elementary stability analysis on equation
(193) shows that stability cannot be obtained with an implicit approximation when the
source term is positive. The same is true for an explicit approximation with negative
source terms. Therefore we keep only in the implicit approximation the "good" terms,
which are negative. Therefore:

2puk
H = - 2 ()2 (7 - 27)

He=-CfJ 2f

Recall the definition of the turbulent viscosity (3-1).

Then the turbulent kinetic energy dissipation can be expressed as:

f = CA(7-28)

Then the source terms can be rewritten as:

Hk = -fII(pk)2 p/1, PY

* (7 - 29)

H, = -C,2f2(pf)

Quantities marked with a * are considered as constant during the current time step,
i.e. they lag in time by one time-step. The corresponding jacobian matrix can be written
as: 'JHk OHk]

OH Oi" O (7-30)

"aOH, OH,
•" Oapk Op
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or 2 C 1. A . 1), k 9y•-- 0
O H 2 C t (p f)_ P Y (7 - 31)

-i = c vk)2 - , -

Then the implicit approximation can be written as:

[+ At( 2CA f--- k 2u

1C)2 I +Af(-2C' 2f 2  At [ (7-32)

-C, 2f2 (+ - f )

As one of the off-diagonal terms is zero, equation (7-32) can be solved directly and we

get:
At H1.'

1.+At 2 k+ 2

n t)ik) (7-33)
At HK + At C,-2f2 2 6(pk) At Hf(1 )6(p 6) =- -, - =

1+ At(2C, fi{) 1 +±At(2C2f2

This technique is closer to the physics but nevertheless suffers from being too strongly

linked to the model itself. Any change in the form of the turbulence model requires a

partial reformulation of the jacobian. Assume for instance, that we want to use a slightly

different turbulence model, such as the following /85/. /91/, /92/:

Hk. = -i

e2~( 7 -34)

H, = -C, 2 f2 - + ±XTR43

in which XTRA represents an additive term we want to include for rotation or compress-

ibility effects for instance. In equation (7-34), only the "good" terms have been retained,

i.e. terms supposed io comply with implicit st ability criteria. Consider the two possibilities

for XTRA.
XTRA < 0: Then this term is considered as "good" and must he included in the

implicit procedure.
Hk =-pe C1 f" k

Iii (7 -34)

H, -C,, 2f 2  + - X TRA

Then, approximation (7-32) writes now:

1+ At 2----fl p k 0
6pt k) At Hk

P•m XTRA) 1 +At R) H"
I-AtT= (C(2 12 p - XTRA) 1 + At(2C,.2f 2 - -H

(7-35)



and it comes:
At H'

1 + At 2 CA fLp k
lit

pt'A--(E fp-T?)(h(7 -36)
And Hn + At P (C 2f 2pe - XTR.4) (Ik7

1 + At ( 22c f,2Of XTRA

XTRA > 0: Then this term is not appropriate to preserve finite values of transported
quantities must be eliminate from the implicit side. Then the jacobian reduces to:

O [2C1,pf k 0

-- (/ t O ).2 _9 C f2p (7 - 37)

and the implicit approximation writes:

1 + CAt 2 Cp f k 0[ 1+p)At 0 [H(- 3S
lii~A ý ~ i 2 tHl (7-38S

-At (OW CJ2f2p(

and the solution is:

6(pk) AtH k
1 + 2AtCýj'pk

lit

At±H:'(1 2At (7-39)

I + 2 At ',,) c2 P -f
p k

Further refinement can be gained in the evaluation of the jacobian matrix, by consid-
ering a non diagonal form. A time serie expansion of term H writes as:

aU
Hn+I = Hn + At C "- + O(At2 ) (7-40)

Ot

The C matrix represents the exact jacobian of H. Using the fact that H itself contains
space derivatives of the primitive variable U, equation (7-40) can be written as:

O(6U ) O( ,u)

H = H" + H1.6U + H2, --- x + H 2 -

+ 2 (6U) 0 2 (6U) (7-41)

+ H4ý 60X2 + H 4 y OY-2

As a simplified example, let us consider the source terms of the turbulent energy
equation (without the explicit compressibility effects), expanded for a two dimensional

K
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plane flow problenm. The sum of production a( d(estruction I OlImchIanisils is mwrit tell as:

HkO + O 3 Ox O (7-42)

O 2, o , 2 2
+tit 4 + -) - ik +Pf--1"

in which n is a coordinate normal to the nearest solid wall. A first order expansion with
respect to the non conservative variables yields:

H 11 1 H " + 4 1t,, D 0.,y 3Dy-D" \) + D-(bý) + _ý__, + _

+2;~, (y+ O---V- + 0.,) /-5' 0.,. (D o.)-
k k 2 al. p)

1 /L Ok•+ 2pt + ((pk) + O(pU")

(7 - 43)

Tio obtain a forni close to) equation (7-43) e'xlpresse(' ii te'rm o)f c(lnservativ(e variables.
it is necessary to use the matrix N\ d(,fihi(.d as:

-I =NX. ,"(7 - 44)

with

Sb(pE) - (g)
2(pk) o(k)

_ •(p•)- •(•() J

1 0 0 0 0) 0+ 1
-- - 0 0 0) 0

•" 1-- 0 - 0 04

p pN- = i-C 1 1 (7-45)

p jf p j(

p 1

-- 0 0 0 - 0

P 1
-- 0 0 0 0 -

p
a is the kinetic energy of the mean motion:

Ufi + 1)a -1?(7-46)
2

P P1



Furthermore, equation (7-41) has to be written for the computational space with the
general transformation:

axdx Iy al Oý 'Ok Oil

a I (.a. yapt") Ox O(v))

Ov d&6 o7 - 47)

(n a n aTI

ax ay ox Oy
d -, ýý - O 0• 71 O•

Then the contribution of the turbulent kinetic energy to the vector equation (210)

can be written as:

(H )+l = (H)n + (H1 4..W'

O(N U) O(N- ,') (7-4S)
+ (H2 Ch)k O + (H2,1)k O i

with the following matrix elements:

l ~1 Ok "'

ipk ( o~~l
0

(HI) = 0 (7- 49)
0

-1

0 T 0 T

HKLTH-K HK'I/"I r 1a H V,• , (7_50

(H2 ý)k= HKVl - (H2,),.= Hl - (7-50)

0

H[4t- 4 Of, Of, 2 Oy tOif Ob) Ox
HOUt x -- ,it \O+ J - 3 Pk 2ct-' +Oy + t (7-51)

Oax 03 OyX _4T-'y i On -D TrD

I-IlCV• = 2/ Na + [ -t +4 (7-52)

SHKU, - [4p, -&,f 2]-3 - 2 y Ox-T - (7-53)
HKU~~~ 2 - +4It -p t Oft~ + OPk] ~+~~() ax



h-6t)

HK~ 2p 1 - it +7±- - 1) k ~ 1]-4)

Similar derivation is made also for the e equation to form an eI q(at ion having th"e foirn:

0 ,, t 0

0 0

o o2
0 = 0 + HA-U + H.,, (.U

0 0 5

4 -H 2 q -( .bU ) + a. Y-(\ t )

Then the space derivatives acting oin at(c (xpr.s.•ed in ternis (4f all points adjace'nt

to the (i,j) location, say (i~j+1), (ij-1). (i-I.j). (i+l.j*) with ,1 i o ..t (lc(l al,! 'centr(Ie filuit,

differences for first order and second order dlerivatives, resl)pectively.

'I
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8. CONCLUSIONS

This course intends to give a general survey tji 11hi' t )lý, avalaihlcl I() 1,,'•,rt V iiI
turbulence modelling for compressible flows. A special effort has , ee] Wll t l r,'C to j)r t'liT

in a logical manner the different model, from tihe sittplest onec to tile n I tr,.I clalm rate. II

the author's opinion, the topic of the second ordter closure has t'leln only Toullc I lhroll!0
the problem of the Reynolds stress modelling. This hides a lt of probhlein. which art
not solved yet, to extend this closure to a global prolhlent with i-ig~iifiaii heat ani tiass

transfer. The simplest model have been presented first, as a i ecesSary stej) for allVolnt,

willing to go tarer in the equations troubies...

It is recognized that simplest models are still capable of s,,lving a large piport ion
of practical problems. Nevertheless, for variable (density prbl)lems. it is important to

distinguish three flow regimes; i) the low speed flows: ii) the weakly ct tmiipe.sible flows:
iii) the strongly compressible flows. From al r-nmarks made above, it seems tIla the nIiddle
class does not need imperatively the explicit comlressibilitv te'lls, but the results t'tmlt
be expected for transplort equation model in the case ,f I non equilibriittii flows. III the first

case, density variations can be significant for heterogeneous mixing, andl/or cotilblst ion.
In such cases the explicit compressibility terms plays a significant role (it tie mineati flw.
and it appears that their use cannot be avoided. For the last case ( strong comnpiessibility ).

these terms are needed too, but the lack of turbulent exleritict'lts (o such flowws lea\ve
plenty of room for further research work.

I
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ABSTRACT p pressure
The problem of hypersonic shock wave boundary layer q dynamic pressure (0.5pu 2)
interactions over simplified geometric configurations 4. heat transfer rate into model surface
that simulate the vicinity of deflected control sur- Re Reynolds number
faces on lifting reentry vehicles is addressed. The Reuin unit Reynolds number (per meter)
discussion evolves primarily around surface pressure St Stanton number -,

and heat transfer data over flat plate/two-dimensional T temperature
and swept compression ramp configurations, and the u velocity
axisymmetric hyperboloid / flare configuration, em- x distance from leading edge
phasizing the prediction of peak heating in regions a strearnwise ramp deflection angle
of interaction, the promotion of laminar-turbulent as deflection angle of dividing streamline
transition, and the performance and validation of /3 ramp deflection angle normal to hinge line
CFD codes. Following a brief overview of the fun- 7 ratio of specific heats
damental physical phenomena associated with shock 6, shear layer thickness at reattachment
wave boundary layer interactions, as these have been 0 shock angle
identified and summarized in the extensive litera- P density
ture available on the subject, the paper is split into TW wall shear stress
three main parts. The first part concentrates on the : hypersonic viscous interaction parameter
analysis of global pressure and heat transfer distri- -(*V.L tv
butions and their comparison with simple bound- ?P sweep angle
ary layer theory, emphasizing peak heating at the
downstream end of the interaction region. The sec- Subscripts
ond part addresses the formation of streamwise stri-
ations in reattaching flow regions, and the associ- 0 reservoir (total)

ated spanwise heat transfer variations which may ex- 00 freestream
ceed ±50% of the mean local heating level. Last but e edge of boundary layer

not least, the performance and limitations of state- P pressure plateau

of-the-art Navier-Stokes computations in computing pk peak heating
hypersonic separated flows are illustrated by means r recovery (adiabatic, non-radiating wall)
of a series of CFD code validation test cases assem- reat reattachment
bled in recent years. ref reference boundary layer

sep separation
LIST OF SYMBOLS u.i. upstream influence point

tw wall

AOA angle of attack
C Chapman-Rubesin linear viscosity Superscript

law constant
cl skin friction coefficient ( T.) * at Eckert's reference temperature

CH heat transfer coefficient ( -(" )P-u(Ho-1.)) I INTRODUCTION

CP specific heat at constant pressure Shock wave boundary layer interactions have been
d leading edge thickness the subject of extensive research. Over the past
h heat transfer coefficient ((rT)) 50 years, since the phenomenon was first observed
H enthalpy by Ferri [1), a large number of configurations have
Kp pressure coefficient (-.-p.. = 0.s•P•-M 2 ) been investigated at a wide variety of flow conditions
L distance of hinge line from leading edge which are summarized in a number of review papers
Lpk effective growth length of reattaching [2-14]. Emphasis, however, has been placed on ap-

boundary layer to location of peak heating plications in the field of missile aerodynamics and,
M Mach number consequently, on high Reynolds number flows with
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fully developed turbulent oncoming boundary layers perimental and computational, simplified geometric
at relatively low Mach numbers, although some of configurations are sought to simulate a deflected con-
the literature refers explicitely to hypersonic flows. trol surface. Such configurations are illustrated in

Fig. 2: a flat plate followed by a swept or unswept
The recent buovA iI space ti•ispoi•ttiof,, as Cik- compression ramp, an axisymmetric hyperboloid /
terized by the appearance of a number of ambitious flare configuration, and a delta wing followed by a
concepts for hypersonic vehicles worldwide (lifting deflected flap. It is noted that shock wave bound-
reentry vehicles as well as single- or two-stage-to- ary layer interactions of a similar type may also be
orbit airbreathers), has been accompanied by an in- encountered in the nose-canopy region of the space-
creased interest in fundamental research in ascent plane, which has been approximated by double ellip-
/ reentry aerothermodynamics, much related to the soid configurations.
development of a better understanding of the rele-
vant flow processes and their modelling, as well as The relevant flow conditions cover a wide range. Along
to the development and validation of Computational a typical lifting reentry trajectory, at Mach numbers
Fluid Dynamics (CFD) codes which are playing an of less than, say, 15, the flowfield is adequately char-
increasingly important role in the design process. acterized by the Mach and Reynolds numbers. In
Noting that the design of control surfaces has been this range the flow comprises a perfect gas which may
identified as one of the most critical areas in the de- be treated as a continuum; the oncoming boundary
sign of hypersonic aircraft [15,16], a significant part layer may be laminar or turbulent; and the interac-
of this research effort (experimental and theoretical) tion process may promote laminar-turbulent transi-
has been devoted to the subject of control effective- tion. For higher altitudes and/or velocities, the flow-
ness and heating. field is significantly complicated by high enthalpies

and the consequent thermo-chemical effects, as well
Focusing on the lifting reentry of a spaceplane and, as by rarefied gas effects.
particularly, on its initial stages, the associated aero-
dynamics are characterized by high Mach numbers in The discussion hereafter is based on experimental,
excess of 10 or 15 and rather low Reynolds numbers, analytical and numerical results. The geometric char-
so that fully laminar boundary layers are expected acteristics of the interaction are addressed, but em-
to develop over many of the wetted surfaces of the phasis is placed on the pressure and heat transfer
reentry vehicle. This is the case with Hermes-type distributions in the vicinity of the shock wave bound-
spaceplanes, where the small size further encourages ary interaction. The continuum perfect gas regime
laminar flow over large parts of the vehicle. With is almost exclusively considered, due to the limited
reference to Fig. 1, attention is drawn to control sur- amount of data exhibiting significant real gas efects
faces such as the body flap, the elevons and the rud- in regions of shock boundary layer interaction. For
ders on the wing tip fins. During reentry, the vehicle simplicity, the flat plate / two-dimensional ramp con-
is to fly at an incidence angle of 30* or 4 0*, in which figuration is extensively used in the discussion, but
case the body flap will face a relatively low Mach more realistic three-dimensional and generic config-
number (of the order of 3) flow with a laminar, tran- urations are considered too.
sitional or turbulent oncoming boundary layer, de-
pending on the altitude. The highly swept (because In what follows, section 2 provides a qualitative de-
of the angle of attack of the vehicle) wing tip rudders, scription of the fundamental phenomena in the in-
however, will face a high Mach number, low Reynolds teraction region and the relevant flow and geometric
number flow with a fully laminar boundary layer de- parameters, and addresses incipient separation. Sec-
veloping on the fins ahead of the hinge line. In both tion 3 concentrates on global aspects of the effects
cases, deflection of the control surface is bound to of the interaction upon surface pressure and heat
cause an intera, i between the oncoming bound- transfer distributions, and section 4 focuses on the
ary layer and th, resulting shock wave, which may localized striation heating phenomena observed in
yield significant flow separation, particularly in cases reattaching flow regions. The contribution of compu-
where the oncoming boundary layer is laminar and, tational fluid dynamics to the shock boundary layer
hence, less resistant to adverse pressure gradients. interaction problem is addressed in section 5, empha-
Consequently, significant losses in control effective- sizing validation issues. In conclusion, a synthesis
ness (bearing in mind the finite chord of the control of the current understanding of the control surface
surface) and excessive heating of the structure may problem is given aimed primarily to the effects of
be anticipated. Such interactions will be clearly in- shock boundary layer interactions upon control ef-
fluenced by three-dimensional effects associated with fectiveness and heating.
the finite span and/or sweep of the deflected control 2 OVERVIEW OF THE FUNDAMENTAL
surfaces, as well as any three-dimensionality of the ASPECTS OF THE PROBLEM
oncoming flow.

2.1 Qualitative description of the phenomena
For the purposes of fundamental research, both ex- With reference to the flat plate / two-dimensional

.. t .eee c ... ...... lae / w-d m nso a
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ramp configuration of Fig. 3, the physics of the inter- surface is more efficient than the single inviscid shock
action may be easily understood. First, if there was compression, yielding at the intersection of the sep-
no boundary layer growing on the flat plate ahead aration and reattachment shocks an expansion fan
of the deflected ramp, and the freestream velocity back towards the ramp surface and a slipline, across
was higher than the local speed of sound, an "in- which a"n iportant entropy jumhp may octur. AL hy-
viscid" oblique shock would form at the hinge line personic Mach numbers, the shock system lies very
which would provide (discontinuously) the appropri- close to the model surface and may be contained, to
ate deflection to the oncoming supersonic or hyper- a large extent, within the boundary layer, particu-
sonic flow. In practice, however, there is a hound- larly when the latter is a thick turbulent one. Down-
ary layer developing along the flat plate which in- stream of reattachment, the boundary layer thick-
volves a subsonic part close to the wall. Through this ness reaches a local minimum in the so-called neck
subsonic layer, information is transmitted upstream region, beyond which it begins to grow towards a
so that the oncoming flow is aware of the deflected self-similar form. For strong interactions with exten-
ramp and the associated pressure rise upstream of sive separated regions, the thinning of the boundary
the hinge line. layer in the neck region may be so important that

the effective origin of the reattaching boundary layer
For moderate ramp deflection angles, the subsonic may be safely assumed to be in the close vicinity
part of the boundary layer faces a continuous pres- of reattachment. The latter statement is supported
sure rise (starting at the so-called upstream influence by experimental evidence and will be relevant in the
point), which causes the divergence of streamlines development of peak heating prediction tools below.
and the thickening of the subsonic sublayer. This, in
turn, causes the deflection of the external super- or The problem of the interaction between separation
hypersonic stream, giving rise to the formation of a and reattachment shocks has been investigated by
system of compression waves (with varying strength inviscid computations over double wedge configura-
and inclination through the supersonic part of the tions in [19], where the first wedge is aimed to rep-
boundary layer) which, eventually, coalesce into a resent the dividing streamline of the separated shear
single shock wave of the same strength as the in- layer and the second wedge the deflected control sur-
viscid shock. Such weak interactiuns are contained face. Two cases are depicted in Fig. 4 for an overall
within a small region near the hinge line of the order flow deflection of 40*. The configuration with a 30*
of 2-3 times the boundary layer thickness [2]. angle first wedge at an oncoming Mach number of

4.54 represents a tailored situation where the near-
With increasing ramp deflection angle, the oncoming wall compression through the two-shock system is
boundary layer faces an increasing adverse pressure exactly matched by the single shock compression of
gradient, until it can no longer withstand it and sep- the outer flow. As a result, there is no pressure dif-
arates. In well separated cases, the upstream influ- ferential across the slipline emanating from the coa-
ence of the deflected ramp is markedly augmented lescence of the two shocks into a single shock and no
and the shock structure becomes significantly dis- further wave systems are featured downstream. The
tinct from the inviscid case. The recirculating bubble slipline, in this case, is parallel to the second wedge.
that forms is bounded by a separation and a reat-
tachment shock (or compression fan) which merge On the contrary, with a 20* angle first wedge at
into a single shock that, eventually, is equivalent to Mach 8, the near-wall two-shock compression yields
the corresponding inviscid shock. The location of the a higher pressure rise than the single shock compres-
separation point and the angle of the separated shear sion of the outer flow. Consequently, an expansion
layer (and associated shock system) are fixed so that fan emanates from the shock coalescence point to-
the pressure rise through separation corresponds to wards the second wedge, where it reflects also as an
the pressure rise required for incipient separation of expansion. When the reflected expansion reaches the
the oncoming boundary layer at the local conditions slipline, it is partially transmitted through as an ex-
at the separation point, and is independent of the pansion and partially reflected back towards the sec-
detailed character of the flow downstream and of the ond wedge as a compression, which is reflected from
particular agent that causes the pressure rise and the wedge also as a compression, and so on. This
the interaction as a whole. This behaviour has been system of expansion and compression waves, down-
termed, after [17] "free interaction". The length of stream of the coalescence of the main shocks, causes
the separated shear layer is determined so as to be the slipline to be curved, initially turning away from
sufficiently reenergized for overcoming the residual the second wedge and eventually, after some oscilla-
pressure rise through reattachment. tions, parallel to it.

The coalescence of the separation and reattachment The pressure and Mach number distributions cori-
compressions and/or shocks is similar to the invis- sponding to this latter case are also shown in Fig.
cid double wedge problem [18]. At hypersonic Mach 4, along the inner flow region near the wall, as well
numbers, the two-shock compression near the body as along the outer flow region just outside the zone
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of the two-shock compression and slipline. The in- separate a laminar boundary layer and, once sepa-
fluence of the curvature of the slipline and the asso- rated, the pressure rise at separation of a laminar
ciated compression/expansion waves downstream of boundary layer is lower than that at separation of
the primary two-shock (in the inner flow region) or a turbulent boundary layer (section 3). In cases of
single-shock (in the outer flow region) compressions transitional interactions, of course, the extent of the
is clearly illustrated, interaction decreases with Reynolds number as the

interaction passes from an extensive laminar one to
It should be noted that, at lower Mach numbers, situ- turbulent.
ations may arise where the near-wall two-shock com-
pression gives a lower pressure rise than the outer Intuitively, three-dimensionality must have a reliev-
flow single shock compression, whereby a compres- ing effect on the interaction. This is, indeed, the
sion wave forms at the coalescence of the two near- case found in [21), where swept ramp configurations
wall shocks towards the deflected wedge to further were investigated with the ramp deflection angle nor-
compress the near-wall flowfield. mal to the hinge line maintained constant; the ef-

fect of sweeping back the hinge line was, then, to
Finally, the complexity that may arise in regions reduce the strength of the interaction and, as a re-
of shock wave boundary layer interaction over rel- suit, its streamwise extent (section 3, Figs. 11 and
atively simple configurations and the associated sys- 16). In the investigations of [22,23], however, three-
tems of compressions and expansions is illustrated in dimensional effects were studied with constant inter-
the combined oil flow / schlieren photograph of Fig. action strength configurations (with a constant over-
5 [20]. In particular, the highly three-dimensional all pressure rise). Here, three-dimensionality had no
character of the separation with its large extent on relieving effect on the strength of the interaction, and
the leeward side, the interaction between the bow sweeping back was found to have an adverse influence
shock and the flare shock on the windward side, and in the extent of the interaction [22) (Fig. 9) or no in-
the interaction between the expansion and the flare fluence at all [23]. Noting the remarks of [9] that the
shock towards the base of the configuration are noted. relevant Mach number is given by the component

normal to the foot of the inviscid shock and, after
2.2 Relevant parameters and trends [21], more appropriately by the component normal
The relevant parameters for shock wave boundary to the upstream influence line, it is difficult to assess

laye interons haebee identifi ed [14 the effect of sweeping back in [22,23] in the absence ofMachr andteyntolds numebern ofdteundistured on-1] h

coming flow, the strength of the interaction (i.e. the data indicating the sweep of this upstream influence
comagningfowtud e strength of the overiseractnd .the n line. It is plausible, however, that in the case of [22)
magnitude of the overall pressure rise) and the na- the upstream influence line was increasingly swept
ture of the h isturbance that causes it, some mtasure back, so that the relevant Mach number normal to it
of the thickness and' status (laminar or turbulent) wsrdcdwt nraigsep hscuiga

of the undisturbed boundary layer, and the wall-to- was reduced with increasing sweep, thus causing an

total temperature ratio. In cases where the shock increase in the extent of the interaction. Conversely,the upstream influence line in [23] could be less af-
generator has a finite length scale, this is imposed as the s weam of the sho c ougdn e ln af-

an additional parameter. For dimensionless and in- fected by the sweep of the shock generator, in whichan aditona paametr. or imesionessandin- case no influence should be expected in the extent of

finite interactions (after the classification of [8]), the the interaction since its overall strength was main-

boundary layer thickness at the onset of the interac- tained constant as well as all relevant parameters at

tion is the only length scale appropriate for scaling ite onst.

the geometric characteristics of the interaction. its onset.

2.3 Incipient separation
In general, for a laminar or moderate Reynolds num- A p ncipient separation

ber urblentflo, lo Mah nmber hih Renols Anumber of incipient separation criteria have been
ber turbulent flow, low Mach number, high Reynolds proposed for shock wave boundary layer interactions.number and high wall-to-total termperature ratio im- However, there remains a debate as to the definition
ply a greater upstream influence of the shock wave of incipient separation, and widely different experi-
boundary layer interaction, and less resistance to mental results have been obtained with different epi-

separation (or larger extent of the separated region) m ent sep aratio n ob tain thn i fees in-

for a given ramp deflection angle. It is reported, cipient separation observation techniques [11,24,25).
however, that with high Reynolds turbulent oncom- Specifically, it is pointed out in [11) that a small sep-
ing flows the effect of increasing Reynolds number aration region may be almost always present near the
is reversed resulting in a decrease of the extent of hinge line of a deflected ramp, even with very weak
separation [5,11r . interaction strengths. Consequently, a number of at-

tempts have been made in the literature to more pre-

Clearly, laminar boundary layers are more prone to cisely define incipient separation which have, effec-

separation and, hence, give rise to more extensive tively, led to various distinctions and classifications.

separation in regions of shock wave boundary layer A first distinction is made between true and effective

interaction than turbulent boundary layers. In other incipient separation, whereby the former corresponds
words, smaller interaction strengths are necessary to to the hardly detectable, very small separation near



T
the hinge line that was referred to abovt. Effective the overall pressure rise required for incipient sepa-
separation, on the other hand, is the one of interest ration (and, hence, the required component of the
in practical applications, and this may be classified Mach number normal to the shock plane) is increas-

as small scale or large scale. Only the latter gives rise ing.
to a signifirant liftoff of the boundary layer and the
formation of a pressure plateau within the separated This two-dimensional approach has been extended
region (section 3.1), hence, being easily detectable to three-dimensional interactions, making use of the
and of significance to engineering applications. Mach number component in the plane of the parent

body normal to the footprint of the shock [8,9,28].
Free interaction theory (11,17] yields for the pressure For a flat plate / sharp unswept fin (glancing shock)
distribution within the free interaction region over a interaction, the aforementioned criterion yields for
two-dimensional adiabatic wall compression ramp, incipient separation of a turbulent boundary layer a

Mach number normal to the plane of the shock of

K, = P- Pu-.i = F (z -zui. ) (2c,,.)1/ 2  1.2-1.3, which is consistent with the small scale in-
qu.i. L (M,2 - 1)1/4 cipient separation experimental data of [28,291. If

the shock is not normal to the parent body (in ei-
where F(-=f%-) is a universal function independent ther two- or three-dimensional interactions, i.e. in
of the Mach and Reynolds numbers. Experiments swept or unswept compression ramp configurations
have shown that the function F at the separation as opposed to 2D normal or glancing shock interac-
point takes values of 0.81 to 1 for laminar and 4.22 for tions), the criterion based on eq. (3) indicates that
turbulent boundary layers. At the pressure plateau, small scale incipient separation will occur at a higher
that forms over well separated regions (section 3.1), Mach number normal to the shock foot and, hence,
F takes values between 1.47 and 1.8 for laminar and will demand a higher pressure rise and a higher Mach
6 for turbulent boundary layers [5,11,26,27]. It is number normal to the shock plane. In other words, a
pointed out in [11] that an overall pressure rise corre- ramp interaction is more resistant to separation than
sponding to the pressure rise to the separation point a norinal or glancing shock interaction as this has
in a well separated case (given by eq. (1)) suffices been experimentally demonstrated in [28,29]. Sim-
to cause true incipient separation. For effective in- ilar observations are also discussed in the extensive
cipient separation, however, an overall pressure cor- Russian literature available on shock wave boundary
responding to the plateau pressure rise of well sepa- layer interactions [30].
rated cases is necessary. The latter criterion, in turn,
is thought to correspond to small scale effective in- It is finally noted that the bulk of incipient separa-
cipient separation and is largely conservative partic i- tion criteria available in the literature, including the
larly at high Mach numbers and cold wall conditions ones discussed above, refer to boundary layers grow-
[26]. An alternative criterion has, therefore, been ing on flat plates (i.e. the parent body is a flat plate),
proposed in [14,26] for laminar large scale incipient and care must be taken when extrapolating this type
separation at hypersonic flow conditions, of results to actual flight configurations [31].

Mea=, 80Q 1/ 2  (2) 3 GLOBAL SURFACE DISTRIBUTIONS IN
REGIONS OF SHOCK WAVE BOUNDARY

where ai is measured in degrees and g is the by- LAYER INTERACTION
personic viscous interaction parameter. This result,
together with a similar correlation for turbulent in- 3.1 General

cipient separation, is depicted in Fig. 6. Typical distributions of surface pressure, skin friction
and heat transfer over a flat plate / two-dimensional

Substituting in eq. (1) the perfect gas (7 = 1.4) compression ramp shock boundary layer interaction
relation for the pressure coefficient, at hypersonic Mach numbers are shown in Fig. 7 for

a fully laminar interaction [32] (Mach 14.1, ReL
= 5 M'sin2 0- 1 (z-zu.i.) (2cf.,,)/ 2  105,000), and in Fig. 8 for a fully turbulent inter-

3 M2 = F (ML - 1)1/4 action [33] (Mach 8.6, ReL = 22.5 x 106), for unsep-
(3) arated, incipient separaced and well separated flow

it is found that, with a normal shock and sinO = 1 situations.
(e.g. on the suction side of a transonic airfoil), small
scale incipient separation is attained with an oncom- In both laminar and turbulent well separated cases,
ing Mach number of just over 1 for a laminar bound- maximum pressure gradients correspond to the sepa-
ary layer and a Mach number of approximately 1.25 ration and reattachment points. Clearly, the laminar
for a turbulent boundary layer (assuming a Reynolds boundary layer is more prone to separation and the
number of 106). These results are consistent with the pressure rise to the plateau (that forms in well sepa-
experimental observations of [9,28]. At higher Mach rated cases over the separated region) is lower than
numbers, the incipient separation shock angle, Oi, is in the turbulent case. At the downstream end of

decreasing with increasing Mach number, although the reattachment compression, in the laminar well
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separated case of Fig. 7, a significant pressure over- which is in contradiction with the findings of [23], as
shoot is observed before the pressure field relaxes to discussed in section 2.2.
the inviscid pressure level. This is due to the near-
wall two-shock (separation and reattachment shock) Furthermore, contrasting Fig. 9 with Fig. 8, it is
compression that was di2cussed in section 2.1 to yield clear that a much lower ramp deflection angle and

a higher pressure rise than the single inviscid shock overall presgrm rise iq necessary to cause significant
compression at hypersonic Mach numbers. Although separation of a turbulent oncoming boundary layer
a pronounced pressure overshoot is not seen in the at low Mach number than at high Mach number. It is
turbulent data of Fig. 8, this has been also observed also noted that with increasing Mach number and/or
in hypersonic turbulent interactions with significant ramp deflection angle in well separated cases, an in-
separation [34,35]. Besides the importance of the creasingly lower proportion of the increasing overall
pressure distribution upon control effectiveness (sec- pressure rise is taken through separation and an in-
tion 3.2), the presence of a significant pressure over- creasingly higher proportion is left for the reattach-
shoot downstream of reattachment may become crit- ment compression in accordance with the free inter-

ical because of its implications on the heating of the action concept.

deflected control surface (section 3.3). Lastly, similar Typical pressure distributions over flat plate / two-
to the pressure overshoot, the formation of a distinct dimensional ramp configurations measured at Mach
pressure plateau over the separated region requires a 14 with ReL = 1.8 x 106 [21] are shown in Fig. 10.

significant separation; in cases of small scale separa- Upstream of the onset of the interaction, the pres-
tion, a continuous pressure rise or a kink is observed sure field is determined by the angle of attack of the

With reference to Fig. 7, the skin friction coefficient configuration, the bluntness of the nose and/or lead-
is seen to decrease within the laminar interaction re- ing edge and viscous interaction due to the growth of
gion, and in the separated cases takes negative values the boundary layer. In the case of Fig. 10, the angle

before it rises sharply on the deflected ramp through of attack was zero. The undisturbed flat plate pres-

reattachment towards a maximum in the boundary sure distribution is, therefore, well predicted by the
layer neck region. Within the separated zone, the superposition of the viscous interaction and (mod-
magnitude of the negative skin friction coefficient re- erate) leading edge bluntness effects (typical leading
mains close to zero upstream of the hinge line but at- edge thickness was 55 pm ± 5 pm). For a weak

tains high (negative) values downstream of the hinge. viscous interaction over a cold wall, representative
A similar behaviour is observed in fully turbulent in- of the experiments in Fig. 10; the cnntribution to
teractions. the flat plate pressure field is given after [361 for a

Prandtl number of 0.725 by,
Concerning the heat transfer distributions in Figs. 7
and 8 for the laminar and turbulent separated cases, Pe,- e + 0.578-Y( 1) 11 + 3.35-T- ] (4)
they differ within the separated region insofar as Poo TO
the laminar distributions exhibit a drop in the heat
transfer coefficient, whereas the turbulent distribu- Following the discussion in [37], the hypersonic vis-
tions show a rise to a plateau level or kink (depending cous interaction parameter, . is more appropriately
on the extent of the separation). Downstream, the defined at a reference temperature (e.g. Eckert's ref-
heat transfer rises through reattachment to a peak erence temperature [38]). The leading edge blunt-
level in the boundary layer neck region. The high ness effect may be approximated by blast wave the-
heating level is clearly associated with the high lo- ory which, after [39], yields,
cal pressure and the thinning of the boundary layer
caused by the interaction. In cases of transitional in- P,,b = 0.56 + M21M , 1(/)
teractions, where laminar-turbulent transition is pro- P 5+0.121 (5)

moted by the reattachment process (section 3.3), a
further rise of the ramp heating from the laminar to for 7=1.4. The leading edge drag coefficient, CD,N
the turbulent level is bound to occur. depends on the shape of the leading edge; for a cylin-

drical leading edge it takes a value of 4/3, and for a
3.2 Surface pressure distributions square leading edge a value of 1.8 [37].
The pressure distributions measured over the adia-
batic wall interaction region with flat plate / swept or The plateau pressure level, attained within the ex-
unswept compression ramp configurations at Mach tensive separation region, is predicted on the basis
2.95 (ReL = 18.7 x 106) in [22] are illustrated in Fig. of free interaction theory from the flow properties at
9. The overall interaction strength in these exper- the onset of the interaction. At high Mach numbers
iments was maintained constant and the oncoming and cold wall conditions, the following expression has
boundary layer was turbulent. It is seen that sweep- been proposed in [51 instead of eq. (1):
ing the deflected ramp beyond 101 is causing an in-
crease in the upstream influence of the interaction P- 'u' = (/6

p .u .
(6)



On the deflected ramp, far downstream from the in- in the case where the coalescence of the separation
teraction, the inviscid ramp pressure level is attained and reattachment shocks yields a pressure overshoot
as given by oblique shock relations [40] on the as- (at high Mach numbers) there is a further gain due
sumption of a single shock compression. Following to the interaction in control effectiveness, relative to
the discussion in section 2.1, however, on the interac- the case where the two-shock compression is "tai-
tion between the separation and reattachment corn- lored" yielding the same overall pressure- rise as the
pressions (and, possibly, also with the nose/leading outer flow inviscid shock.
edge shock), a pressure overshoot is observed in this
high Mach case at the end of the reattachment corn- Of course, the above assumes that the deflected con-
pression. For the particular cases of Fig. 10, which trol surface is sufficiently long to allow for a full pres-
are characterized by relatively distinct and sharp sep- sure recovery, and that the oncoming boundary layer
aration and reattachment shocks, the assumption of is thin so that distinct separation and reattachment
a quasi-inviscid, two-shock near-wall compression pro- compressions form. Also, the interaction of the con-
vides a good approximation to the measured pressure trol surface compression with any forebody shocks is
peaks*. neglected. A schematic illustration of the effects of

a thick oncoming boundary layer and of the afore-
Similar comparisons of pressure distributions collected mentioned shock/shock interaction that may occur
in the VKI Longshot tunnel at Mach 14 [21] but over at the coalescence of the control surface compression
flat plate / swept compression ramp (as well as 2D and a forebody shock is given in Fig. 12b after [31]
ramp) configurations are shown in Fig. 11. The data as a plot of the actual pressure recovery along the
are plotted against distance from the ramp hinge line deflected ramp normalized by the near-wall inviscid
at selected spanwise locations where the distance be- pressure recovery (in the absence of the expansion
tween the model leading edge and the ramp hinge fan caused by the coalescence of the forebody and
line is approximately 200 mm. The results show, in ramp shock systems). The effect of the interaction
accordance with the discussion in section 2.2, that between the separation and reattachment shocks is
the extent of the interaction is reduced with increas- neglected in this case. Clearly, thick boundary lay-
ing three-dimensionality which is equivalent to a de- ers cause a longer extent of the interaction by virtue
creasing overall pressure rise or effective streamwise of viscous interaction, even in the absence of exten-
.floý ,fiection antle (n-'tp that in thesc exp,,rimentq sive separation, and possibly a loss in pressure re-
the ramp angle normal to the hinge lhne was main- covery due to the modification of the effective body
tained constant at 150 as the sweep angle was in- shape. The expansion fan caused by the interaction
creased from 00 to 300 to 600). It is also noted that of the forebody and control surface shocks (at high
the upstream influence line in this set of experiments freestream Mach numbers) is detrimental by effec-
remained nearly parallel to the model leading edge, tively decreasing the pressure recovery to or below
independent of the sweep of the hinge line, which the level of the pressure rise through a single inviscid
simplified the prediction of the plateau pressure in shock at freestream conditions. Control effectiveness
the sense that the streamwise component of the Mach issues will be further addressed in section 5.1 with
number was the relevant parameter in all cases. the aid of computational data.

Concerning the influence of shock wave boundary Lastly, the effect of leading edge bluntness on the
layer interaction on the pressure distribution and its pressure distribution over flat plate / two-dimensional
implications upon control effectiveness, the primary ramp configurations is illustrated in Fig. 13 after [41]
effect is that of a stretching of the ramp induced (Mach 10, ReL = 2.1 x 106). The pressure increase
pressure rise relative to the inviscid case (Fig. 12a). upstream of the interaction resulting from increasing
Since control effectiveness is a functic n of the inte- leading edge bluntness is noted, and also the reduc-
grated pressure field times distance from the center tion in upstream influence of the interaction due to
of gravity, the effects of the interaction are not evi- the entropy layer. The flat plate pressure distribu-
dent. If the control surface and the interaction are a tion upstream of the interaction is well predicted by
sufficiently large distance from the center of gravity, the weak viscous intreaction eq. (4) for the sharp
then the effect of the interaction is well approximated leading edge case, and by the blast wave eq. (5) for
by the difference between the dotted areas and the the two blunt leading edges, noting that viscous in-
hatched areas of the schematic in Fig. 12a. If the teraction effects are negligible in the two blunt lead-
dotted area is larger, then the interaction yields a ing edge cases. The plateau pressure is well pre-
loss in control effectiveness; if it is smaller, then the dicted by eq. (6) for the sharp leading edge case, but
interaction is beneficial to control effectiveness. Also, no predictions were made for the blunt leading edge

cases because the effect of the entropy layer upon the

It is noted that in cases with thick oncoming bound- boundary layer edge conditions was not estimated.

ary layers, the interaction may be characterized by a Concerning the pressure recovery on the deflected

continuous near-isentropic compression rather than ramp, a 9evere loss iQ A-tfctpel relbtive to thbP inviq-

a distinct two-shock system. cid single shock compression (from freestream con-
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ditions) and relative to the pressure overshoot found photographs and high frequency surface temperature-
with the sharp leading edge. Clearly, the significant time data, both of which indicate [21] that laminar-
entropy layer in the blunt leading edge cases of [411 turbulent transition is very effectively promoted by
has a strong relieving effect upon the strength of the tb: interaction and, particularly, the reattachment
interaction (largely due to the re5,lting transverse process. Similar results on the promotion of tran-
Mach number gradient), which is associated with a sition have been found by many other investigators
loss in control effectiveness and reduced heating yev- such as [41,43,44]. It is also noted that the effective
els as will be seen in section 3.3. transition of the boundary layer through reattach-

ment further justifies the location of the virtual ori-
3.3 Surface heat transfer distributions gin of the turbulent reattaching boundary layer in
The heat transfer distributions corresponding to the the close vicinity of the reattachment point.
Mach 14 flat plate / two-dimensional ramp pressure
data of Fig. 10 are shown in Fig. 14 for ramp deflec- In order to achieve a fully laminar interaction at
tion angles of 00, 150 and 25° [21]. The theoretical Mach 14, experiments were performed in [21] at the
predictions are based on the application of the refer- minimum operational unit Reynolds number of the
ence temperature concept [38] to the incompressible tunnel (Re•,,, = 6.5 x 10S/m) and with the hinge
zero pressure gradient boundary layer solution. The line of the deflected ramp shifted upstream to 70
generalized result for any boundary layer edge con- mm from the leading edge (as opposed to 200 mm
ditions, following the development in [21,42], is in the case of Figs. 10 and 14). It is seen from the

heat transfer distributions of Fig. 15 that reducing
A~~~~ -ee 1 - Tj 2n the unit Reynolds number alone was not sufficient

CH -- ep,.j T' for a fully laminar interaction. However, the cen-s T upT 1 (7) terline heat transfer distribution with the forward
x (CG) two-dimensional ramp configuration shows a laminar

I o -Tw] reattachment with transition occurring a significant
distance downstream on the ramp. This behaviour is

where n = 0.5, A = 0.332 and s = Pr 2/ 3 for a lam- also consistent with schlieren observations and fast
inar boundary layer, and n = 0.2, A = 0.0296 and response surface temperature signals (21].
s = I for a turbulent boundary layer at high Mach
numbers. It is also noted in [36] that in hypersonic With respect to the theoretical reference tempera-
cold wall cases, pressure gradient has a secondary ture predictions of Fig. 15, again the virtual origin
effect on the heat transfer distribution, and so eq. of the reattaching boundary layer has been taken at
(7) may be applied to non-zero pressure gradient at- reattachment to account for its thinning through the
tached flow situations provided that the local pres- strong interaction. It is noted that if the origin had
sure field (induced either by viscous interaction and been assumed at the leading edge of the flat plate,
leading edge bluntness upstream of the interaction or the laminar peak heating at the end of the forward
by the ramp compression downstream of the interac- ramp reattachment compression would have been un-
tion) is accounted for in the pressure ratio term. derpredicted by approximately a factor of 3.

With reference to Fig. 14, the success of the reference The heat transfer data over the two-dimensional ramp
temperature method in predicting the heat transfer configurations of Fig. 14 are compared to swept
distribution over the attached flow regions upstream ramp data in Fig. 16 (ReL = 2.5 x 106), in a similar
and downstream of the interaction is noted. Further- manner as the pressure distributions in Fig. 11. Not
more, a substantial improvement of the prediction only the relieving (in terms of streamwise extent)
quality over the deflected ramp is observed when the effect of three-dimensionality is illustrated in consis-
actual ramp pressure distribution of Fig. 10 is ac- tence with Fig. 11, but it is also noted that with
counted for rather than being approximated by the increasing sweep (and, therefore, decreasing interac-
inviscid ramp pressure. It is also noted that, whereas tion strength) the effectiveness of the interaction in
for the flat plate predictions the origin of the lami- promoting laminar-turbulent transition is reduced.
nar boundary layer is taken at the leading edge of the In particular, the 60' swept ramp data remain below
model, the ramp predictions assume a virtual origin the turbulent ramp heating level but, nevertheless,
of the reattaching boundary layer at the reattach- higher than the laminar predictions, thus indicating
ment point. This is done to account for the severe a long ineffective transition process that is not com-
thinning of the boundary layer caused by the strong pleted within the measurement domain.
interaction and the turning/compression of the flow.

Similar experiments with flat plate/swept and unswept

Moreover, the comparisons in Fig. 14 indicate that, compression ramp configurations have been performed
although the boundary layer upstream of the interac- at Mach 6 and the results are reported in [21,43].
tion is laminar, turbulent heating levels are attained In all cases with a nominal!y sharp leading edge,
on the deflected ramp downstream of reattachment. laminar-turbulent transition was promoted by the
This observation is fully consistent with schlieren



interaction and, particularly, by the reattachment (see respective pressure distributions in Fig. 13) and
compression, as illustrated in Figs. 17 and 18. Simi- the consequent overestimation of the thinning of the
larly to the Mach 14 experiments, the reference tern- reattaching boundary layer by the location of its vir-
perature method was very successful in the predic- tual origin at reattachment. The relevance of the lo-
tion of the heat transfer distribution in the attached catiov of the virtual origin of the rcattaching bound-
flow regions both upstream and downstream of the ary layer to the correct prediction of peak heating
interaction, will be further discussed in section 3.4.

In these studies, the effects of moderate leading edge It follows from the preceding discussion that the most
bluntness were also examined. With reference to Fig. relevant effect of shock wave boundary layer interac-
19, it is noted that moderate leading edge bluntness tions in terms of heat tranefer is the high heating
has a retarding effect on the laminar-turbulent tran- levels attained on the deflected control surface. Evi-
sition process in the reattachment region, but yields dently, the high heat transfer is related to the pres-
a greater upstream influence and larger extent of the sure rise and the thinning of the boundary layer on
interaction. The latter effect is, at least partially, re- the control surface and, in some cases, to the promo-
lated to the more laminar character of the flow with tion of laminar-turbulent transition by the adverse
the blunter leading edges, but the modest entropy pressure gradient and flow concavity that character-
layer of the oncoming flow may also play a role. ize the reattachment region. The reference tempera-

ture method has been demonstrated to predict well
The effects of more significant leading edge bluntness the heat transfer distribution over attached flow re-
have been examined in [41]. The heat transfer distri- gions, provided that the nature of the boundary layer
butions corresponding to the pressure data of Fig. 13 is known, as well as the flow conditions at its edge
are illustrated in Fig. 20. Here, contrary to the data and the location of its virtual origin. Application
of Fig. 19, increasing leading edge bluntness is found of the method may be extended beyond the two-
to yield a reduction in the upstream influence of the dimensional zero pressure gradient case if an effec-
interaction, which is related to the reduction in the tive flow direction is identified and the local pressure
strength of the interaction with increasing leading distribution is accounted for. More comparisons be-
edge bluntness and to the modification of the effec- tween experimental data and reference temperature
tive Mach and Reynolds numbers of the undisturbed predictions are provided in [43].I flow caused by the formation of a significant entropy
layer. The reference temperature method is pr-dict- It should be further noted that even in the absence of
ing well the laminar fiat plate heat transfer distribu- a strong shock wave boundary layer interaction and
tions upstream of the onset of the interaction, when any extensive separated r .gions, the flow over the
the pressure field induced by viscous interaction and, deflected control surface would still undergo a pres-
especially, by the leading edge bluntness is accounted sure rise and the boundary layer would be thinned
for. Furthermore, comparison of the measurements to some extent and also encounter the destabilizing
to the reference temperature predictions on the de- pressure gradient and flow concavity. Consequently,
flected ramp, accounting for the measured pressure it should be borne in mind that significant peak heat-
distributions of Fig. 13, indicates that the reattach- ing levels may be attained on deflected controls in
ing boundary layer is turbulent in the case of the attached flow situations as well.
sharp ,,,iiig edge, but it rcr..ainz laminar in the
two blunt leading edge cases. 3.4 Peak heating correlations

Due to the importance of peak heating on deflected
It is also noted that locating the virtual origin of control surfaces and, generally, in regions of shock
the (turbulent) reattaching boundary layer at reat- wave boundary layer interaction to the sizing of Ther-
tachment yields a good prediction for the ral p heat mal Protection Systems, the deve!opment of simple
transfer distribution in the attached flow region down- means for the prediction of interaction-induced heat-
stream of reattachment in the sharp leading edge ing rates is highly desirable. A large number of semi-
case of Fig. 20. This is consistent with the thinning empirical correlations has been developed to date,
of the boundary layer through the strong interaction most of which are based on the pressure interaction
(see sharp pressure rise in Fig. 13), and also with the concept [451 which stems from the generalized refer-
rapid occurrence of laminar-turbulent transition in ence temperature result of eq. (7). The general form
the close vicinity of reattachment. In the two blunt of such correlations is,
leading edge cases, however, it is seen that locat- /k (I (1-n) (L.(1-n)

ing the virtual origin of the (laminar) reattaching x (- or (8)
boundary layer at reattachment yields an overpre- rf \ Pref 1 P1,

diction of the ramp heating just downstream of reat- where the subscript ref denotes the undisturbed value

tachment, although the comparison improves further on the parent body in the absence of an interaction

downstream. A main reason for this discrepancy is (for example, over a flat plate). In some cases, the

believed to be the low strength of the interaction measured peak pressure ratio, Ppl/ Pref , has been re-
placed for simplicity by the inviscid pressure ratio,
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P3/Pl, across a single oblique shock (for deflected the reattaching boundary layer and, therefore, yields
control surfaces). too high peak heating predictions, as has been illus-

trated by the data of Fig. 20, and by the comparison
Typical pressure interaction peak heating correla- of weak interaction experimental data from [49] over
tions are presented in [421. For laminar flow, the a 7.50 ramp at Mach 6 with Navier-Stokes computa-
form / = 7 tions and reference temperature predictions in [21].

___ \11.L) (9) In fact, application of eq. (7) to a reference bound-

is proposed, and for fully turbulent interactions (af- ary layer (typically taken as one over a flat plate at
ter [33,46], zero incidence with freestream edge conditions, or

8pk PPk 0o the one developing on the parent body without flap(= ) (10) deflection), with the origin of the boundary layer at
qtef \Pref the leading edge of the parent body, gives a reference

A summary of various correlations of this type is value for the heat transfer rate (or coefficient) at the
presented in [47). A major finding of this study, location of peak heating on the respective deflected
however, has been that different investigators have control surface that would occur in the absence of
empirically determined widely different values of the a deflection and, thus, of an interaction. An esti-
exponent (1 - n) in eq. (8), particularly so for fully mate for the heat transfer coefficient at the location
laminar interactions. In fact, for fully laminar inter- of peak heating, corresponding to the peak pressure
actions, appropriate values of the exponent (1 - n) and with the origin of the reattaching boundary layer
-, reported in [47] to cover the range 0.7-1.3; but for also taken at the leading edge of the parent body,
turbulent interactions, the range is reduced to values may be similarly obtained from eq. (7). But if the
between 0.7 and 0.85. It was, therefore, reasonable thinning of the reattaching boundary layer, caused
to assume that the aforementioned discrepancies in by the reattachment compression, is to be accounted
fully laminar interactions were largely due to the fact for, then its virtual origin must be taken in the vicin-
that some of the experimental data considered were ity of reattachment rather than at the leading edge of
transitional (noting the discussion in section 3.3 on the configuration. The boundary layer growth length
the promotion of laminar-turbulent transition by the at the location of peak heating, used in the iteynolds
interaction). nuinber term of eq. (7), should then be Lpk, rather

Consequently, a similar (pressure interaction) peak than xpL.

heating correlation was de.:'lopcd in [48] to cover Taking the ratio of the two results yields a theoreti-
transitional as well as fully laminar interactions. The cally based correlation for peak heating [21 43]:
result is illustrated in Fig. 21a with an exponent
(1 - n) of 1.13 and a constant of proportionality of r 1-n r n
0.13 for fully laminar interactions, and a significant ±P. = p[ReJa (p1p1) -
dependence on Reynolds number for transitional in- 'e! - B[e LPreUref i LpkJ

teractions. However, when the transitional data of
[43] were plotted in the form of Fig. 21a, a rather with

poor comparison was found (Fig. 21b). a=0, B=I and n=0.5 for fully laminar interactions
with a laminar reference level,

These observations led to a reevaluation of the pres- a=0, B=1 and n=0.2 for fully turbulent interactions
sure interaction concept and a revision of peak heat- with a turbulent reference level, and
ing correlations in [21,43), based on the reference a=0.3, B=0.072 and n=0.2 for turbulent peak heat-
temperature result of eq. (7) (as were the previous ing with a laminar reference level.
pressure interaction correlations given by eq. (8)). The length scale Lpk, that is the effective growth
In addition, however, to the correct knowledge of length of the reattaching boundary layer at the loca-
the pressure level and the nature of the boundary tion of peak heating, has been found in [21,43] to be
layer, account was taken for the observation made in well approximated by the method proposed in [50],
sec,,un 3.3 that the heat transfer distribution over for strong / transitional interaction cases where the
the deflected ramp is well predicted by the refer- virtual origin of the reattaching boundary layer may
ence temperature theory only if the virtual origin be safely taken at the reattachment point. With ref-
of the reattaching boundary layer is chosen in the erence to Fig. 22, the relation proposed in [50] is:
close vicinity of reattachment so as to account for the
thinning of the boundary layer that occurs through LP __ , (12)
the interaction. It is noted that this is a valid as- sin(o - ct,)
sumption for strong interaction cases exhibiting se-
vere thinning of the boundary layer and/or the oc- where the thickness of the shear layer at the reattach-
currence of laminar-turbulent transition in the close ment point may be computed by the compressible
vicinity of reattachment. Clearly, in weaker interac- Blasius result and the deflection angle of the sepa-
tions, this approach assumes an excessive thinning of rated shear layer from free interaction theory. The
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velocity ratio utpk/Uj may often be neglected induc- number, which implies a range of shock wave bound-
ing an error typically of the order of 10,i%, and the ary laye interactions from fully laminar cases in the
pressure ratio Ppk/Pe,, may be approximated by the strong viscous interaction regime to transitinal to
inviscid pressure ratio through a single iiviscid ',')ck fully turbulent cases. The geometries considered in-
or a two-shock system (separation shock plus reat- dlude two- tuid three-dimensional flat plate/ramp con-
tachment shock) or as the pressure ratio through an figurations, flat plates with swept or unswept im-
isentropic compression. The use of a Rtynolds num- pinging shocks, regions of glancing shock interaction
bet, defined at Eckert's reference temperature [36j, (flat plates with vertical fins) and a doubie ellipsoid
to correlate turbulent ramp data to a !nminar fliat configuration. A laminar boundary layer developing
plate refeence heating level is also noted. Details -f over a flat plate at frcestrearn conditions has been
the devetopment of this correlation law may be found chosen as the referen,. -ase in this correlation.
in [21,43]. 4 LOCALIZED HEAT TRANSFER VARIA.

It is interesting to note that, for fully laminar or TIONS : STRIATION HEATING
fully turbulent interactions (tthat is when the ref-
erence and ramp boundary layers are both laminar 4.1 General

or both turbulent), and neglecting the velocity ratio A number of shock wave boundary layer interac-

term, eq. (11) reduces to: tion investigations have revealed the formation of
streamwise strations in the region of reattachment

qpk I -n [
1 

ZPk ] n13 over various t vc dimensional, ax~synirnetric or three-
q =f . J [Pr (3 dimensional configurations. Noting that until re-cently the bulk of such experiments has involved dis-

which is equivý.ient to the numerous pres-.ire interac- crete gauge surface measurements, u~nally concen-
tion semi-'-mpirical peak heating correlations of the trated along the model centerlinF, the first indica-
form of ýq. (S) summarized in [47], but includes tions of streamwise striations in supersonic and hy-
an additi,..nd term representing the relative growth personic flow came from surface oil flow and subli-
lengths of the reference and reattaching boundary mation visuali/alions [51-54]. The phenomenon has
layers. Recalling the findings of [47] thai eq. (8) has been attributed to tH- development of G6rtler vor-
been very successful for fully turbulent interactions tices, ,nilar to those encountered in subsonic flows
with an exponent (1 - 7i) of close to 0.8 (that i1 the [55], that is triggerred and supported by the flow
theoretical reference temperature value of eqs. (11) concavity associated with the turning of the sepa-
and (13)), but a complete failure for fully laminar rated shear layer parallel to, say, the deflected con-
interactions where exponents (I - n) in the range trol surface. The relevance of striatior: phenonvna to
0.7-1.3 have been determined as opposed to the the- the design of hypeso,,;, vehicles beyond the funda-
oretical value in eqs. (11) and (13) of 0.5, and noting mental interest in instabilities and disturbance am-
in eq. (7) that the lamninar heat transfer coefficient plification, is twofold: first, they Lre linked to the
is much m,-re sensitive to Reynolds number i-xpo- occurrence of laminar-turbulent transition; and, sec-
nent 0.5) than the turbulent heat transfer coefficient or.dly, they are associated with important spanwise
(exponent 0.2), it is believed that neglecting the thin- heat transfer variations exhibiting highly localized
ning of the reattaching boundary layer caused by the peaks in heat transfer.
interaction process has been partially responsible for
the failure of eq. (8) in correlating fully laminar in- Noting that peak heating in the reattachment region
teraction data. In other words, the large differences may become critical 'o the design of hypersonic vehi-
it: the empirically determined u. ponert (1 - n) that des, leading to temperatures near or above the struc-
are 'ound among different investigators are not only tural integrity limits of available materials, it is im-
due to the tra-,sitional nature of some of the exper- perative that the mechaiisms and effects of striations
iments considered, but also due to the zatempt to on reattachment heating levels are well understood.
i.,'.lude the case-dep, n&nt relative boundary layer A significant effort in this field has, therefore, been
growth length term in the exponent of the also rase- undertaken recently with the aid of thermographic
dependent pressure ratio term. techniques, aiming primarily to the quantification of

striation heating [21,41,43,56-61]. It should be noted,
Accounting for the rel;,tive growth lengths of the ref- however, that striations have so far been extensively
erence and reattaching boundary layers in the form observed over a variety of configurations only in ex-
of eq. (11) or eq. (13) has been found in [21,43] perimental setups and never in flight (e.g. during the
to provide the grounds for a universal peak heat- reentry of either the Space Shuttle Orbiter or the Bet
ing correlation in regions of both two- and three- and Buran spaceplanes).
dimensional shock wave boundary layer interactions.
The result is illustated in Fig.23, where more than 4.2 Qualitative description
200 data points from 23 references have been assem- A typical oil H1ow surface visualization and a typical
bled [21,43], covering a Macli numb, r range of 5-20 sublimation photograph taken over flat plate / two-
and five orders of magnitude variation in Reynolds
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dimensional compression ramp configurations, from the reattachment region which, however, persisted
[41] and [43] respectively, are shown in Fig. 24. The for increasingly shorter distances along the ramp sur-
formation of streamwise striations in the flow reat- face and eventually disappeared within the resolution
tachment region is illustrated in both photographs. of the infrared technique (Figs. 26b-f).
The qualitative data of Fig. 24, within their limited
spatial resolution, indicate that the mean spacing To further investigate the observed dependence oi
of the rather regular striations is constant through- the striation phenomena on the detailed leading edge
out the model span. This was, in fact, proposed thickness distribution, at least in the cases of weak
by [51,52], where a large number of data taken over interactions at low Reynolds number, experiments
backward facing step configurations were correlated were also performed in [21,43] with a thicker and
to yield a nearly constant value (between 2 and 3) more uniform leading edge (98pnm ± 5PIn) with and
for the mean wavelength of the striations normalized without a regular distribution of perturbations at-
by the undisturbed boundary layer thickness, inde- tached to it (in the form of 0 .2 mm thick, 25 mm long
pendent of Mach and Reynolds numbers and the in- sandpaper strips distributed along the leading edge
teraction strength. at wavelengths of 10 nun and 20 mm). The result-

ing infrared and sublimation results are illustrated
Similar observations have been made by means of in Fig. 27. The addition of discrete perturbations
thermosensitive paints in [59] and infrared therinog- was found to enhance the intensity of the striations,
raphy in [601, and examples are shown in Fig. 25, also while showing a close correlation between the initial
illustrating the aforementioned regular, short wave- disturbance distribution and the fozm of the stria-
length striations, as well as the associated significant tions. Similar observations were, in fact, made in
spanwise heat transfer variations. The observations [51], where high quality pointed nose axisymmetric
as to the regularity of the striations and their depen- configurations were found to be free of striations in
dence upon the undisturbed boundary layer thick- the reattachment region, whereas discrete, regularly
ness are also supported by linear stability analyses spaced leading edge perturbations were introduced
[62,631 as well as by preliminary large eddy sim- to enhance spanwise variations and ease their mea-
ulation results [64], examining the amplification of surement (section 4.3).
small, random initial perturbations.l rA possible interpretation of the contradictory obser-
However, contradictory, to some extent, observ;ttions vations as to the importance of leading edge irregu-
have been made in the experimental investigations larities and, moreover, as to their persisting signature
of (21,431. A series of high resolution infrared irn- in the formation of striations may be now proposed.
ages acquired in [43] over flat plate / two-dimensional First, hypersonic boundary layers are known to be
ramp geometries at Mach 6 is given in Fig. 26. First, extremely stable and, hence, the occurrence of insta-
attention is drawn to Figs. 26a and b, corresponding bilities requires either the presence of fairly strong
to nominally identical experiments at a low Reynolds amplification mechanisms, such as high Reynolds num-
number and a weak overall pressure rise (ramp de- ber and flow concavity/adverse pressure gradient, in
flection angle of only 100); the only difference be- accordance with linear stability theory, or the pres-
tween the two tests is the detailed thickness distri- ence of significant initial perturbations (significant
bution of the nominally sharp model leading edge in the sense that they may not be considered small
(26pm ± 1014m in the case of Fig. 26a and 40pm within the framework of linear stability analyses).
± 20pm in the case of Fig. 26b). Clearly, not only The preceding observations are thought to be indica-
the striation patterns are irregular in these figures tive of these competing instability agents, whereby in
(in terms of both spacing and intensity), but they the strong interaction, high Reynolds number cases
are also found to be strongly dependent on the de- the amplification mechanisms are dominant, and in
tailed shape of the model leading edge. For these the weak interaction, low Reynolds number cases
low Reynolds number, weak interaction cases a qual- strong initial perturbations prevail.
itative correlation between the footprint of the stri-
ations and the leading edge thickness distribution Now, if the formation of streamwise striations (very
has been found [43,57] (section 4.3). Additionally, likely the footprint of G6rtler-type vortices) is viewed
comparison between Figs. 26b and c illustrates that as an instability, it is reasonable to anticipate a close
striation patterns are not influenced by finite span link between their presence and the occurrence of
effects. laminar-turbulent transition. In fact, this is in accor-

dance with the discussion in [65], whereas embedded
As the interaction strength was increased in [43] (by streamwise vortikes have been observed in the tran-
increasing the ramp deflection angle) and / or the sition process of both low and high speed flows, and
Reynolds number was increased (by shifting the hinge not only over concave surfaces but also over flat and
line backwards or increasing the unit Reynolds num- even convex surfaces [51,63,65]. This could, then,
ber), and for a given model leading edge, increasingly explain the effective promotion of laminar-turbulent
more regular striation patterns appeared to form in transition by shock wave boundary layer interactions

I
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and, in particular, by the reattachment process, in a flat plate/backward facing step geometry that ex-
otherwise highly stable flowfields (i.e. where zero hibits flow separation and the formation of stream-

pressure gradient natural transition or even forced wise striations in the region downstream of the step.
transition by means of tripping is most difficult; cite, The results are illustrated in Fig. 28, as the stream-
for example, the severe tripping that was required in wise evolution of the spanwise pitot pressure dis-
[21] to trip the oncoming Mach 14 laminar boundary tribution measured at selected distances from the
layer relative to its highly effective transition over a model surface (always within the boundary / shear
150 ramp, Fig. 14). layer). The presence of small, irregular perturbations

upstream of the interaction is noted, which are seen
Furthermore, there remains a debate as to whether to amplify through the reattachment region. Down-
G6rtler-type vortices may be sustained in fully tur- stream of the reattachment region, the disturbances
bulent flow. It may be argued that steady embedded are damped and practically disappear by the trailing
vortical structures may not be sustained in a highly edge of the configuration. The occurrence of laminar-
unsteady turbulent flowfield [66], but instead they turbulent transition over effectively the same region
break down as fully turbulent flow is attained [65,66]. where spanwise pitot pressure variations are detected
Nevertheless, numerous investigators have reported is noted.
the observation of striations in fully turbulent reat-
taching boundary layers, but to the author's view Spanwise heat transfer measurements in the reat-
these reports (at least in hypersonic cases) have not tachment region of the aforementioned backward fac-
been accompanied by a convincing demonstration of ing step configuration were also conducted in [51,52].
the assumed fully turbulent nature of the flow. Following preliminary experiments, which established

the relevance of the model leading edge in the for-
To sum up, there is evidence that the formation mation of streamwise striations in the reattachment
of steady streamwise striations is directly linked to region, experiments were performed with a distribu-
the occurrence of laminar-turbulent transition, and tion of elements of adhesive tape along the model
these are damped out (or break down) as fully tur- leading edge aimed to enhance the footprint of the
bulent flow is attained on the deflected ramp (see striations. The results are illustrated in Fig. 29,
also section 4.3). Understanding that, for a given where spanwise heat transfer variations of the order
experimental setup (including all initial disturbance of± 50% are found. Although these significant heat-
sources), increasing Reynolds number and interac- ing variations exhibit a regular spatial distribution,
tion strength is bound to accelerate the transition the close correspondence between heat transfer peaks
process (once it is triggerred), the above argument is and the edges of the regularly spaced adhesive tape
fully consistent with the observation that the stream- elements is noted.
wise extent of striations decreases with increasing
Reynolds number and interaction strength. In addi- More recently, the subject of striation heating has
tion, it has been argued that G6rtler vortices should been extensively investigated over flat plate / two-
be sustained only within the region of concave flow dimensional configurations at Mach 6 and, to a lesser
curvature. The results of (21,43] summarized in Figs. extent, Mach 14 in [21,43,57]. A typical streamwise
26 and 27 and the subsequent discussion in section evolution of the spanwise heat transfer distribution
4.3 show that striations may, in some cases, extend over a 10' deflected ramp (corresponding to the ther-
far downstream from the concave flow reattachment mogram of Fig. 26b) is shown in Fig. 30. The
region and disappear only when fully turbulent flow hinge line in this case is located at x=4 cm down-
is attained. stream of the model leading edge. Clearly, initial

disturbances are amplified through the reattachment
Finally, it should be noted that similar striation ef- region, reaching a maximum spanwise heat transfer
fects have been observed over swept wings at low variation, and subsequently decay towards a uniform
speed [67]. where the formation of striations is as- heat transfer distribution over the entire model span.
sociated with the development of co-rotating cross- It is noted that the particular distribution, which
flow vortices rather than contra-rotating G6rtler vor- corresponds to a weak, low Reynolds number inter-
tices. The qualitative (surface visualization findings action, shows no characteristic spanwise wavelength
of [67] demonstrate that crossflow vortices accelerate within the spatial resolution of the measurement,
laminar-turbulent transition, that they break down and the heat transfer variations are rather irregular.
when turbulent flow is attained, and that their ef-
fectiveness in promoting transition depends on the The importance of the initial leading edge distur-
magnitude and distribution of initial disturbances bances and the persistence of their signature through
(roughness) in the leading edge region. the disturbance amplification process in the reattach-

ment flow region in low strength, low Reynolds num-
4.3 Quantitative description ber interactions is illustrated in Fig. 31. Selected
Spanwise pitot pressure distributions have been mea- spanwise heat transfer variations are shown over a
sured in [51,52] within the boundary/shear layer along 10* ramp for three model leading edges. In the for-



vut7-14

mer two cases, a qualitative correlation is found be- ceeded anywhere on the deflected ramp (within the
tween leading edge thickness variations and spanwise uncertainty of the prediction). It may, therefore, be

heat transfer variations, whereas in the third case a conjectured that the local turbulent ramp heating
close correspondence is observed between spanwise level approximates well the upper limit of local span-

peaks in heat transfer and the edges of the additional wise heat transfer peaks, and that the preceding dis-

leading edge disturbances (similar to the data of Fig. cussion on the prediction of peak heating (sections
29 [52]). Again, very high peaks in heat transfer are 3.3 and 3.4) remains valid also in the presence of
attained locally of up to 80% higher than the span- strong streamwise striations. Consequently, the pro-
wise mean heating level, posed peak heating correlation may safely provide

estimates for the maximum (turbulent) heat transfer
For stronger interactions and/or higher Reynolds num- that is to be anticipated on a deflected control sur-
bers, it was observed in section 4.2 that striations face, on the condition that the local boundary layer
tend to be more regular (at least in spacing if not edge conditions are known as well as the local min-
in amplitude), whereas their streamwise extent is re- imum boundary layer thickness in the peak heating
duced (for a given geometry and initial disturbance "neck" region.
distribution). The streamwise evolution of the span-
wise heat transfer variations over the configuration These findings that striation heating does not exceed

of Fig. 26e is depicted in Fig. 32 [43] showing more significantly the local turbulent heat transfer are also

regular variations than those of Fig. 30 and the ab- supported by the spanwise heat transfer data of [21]
sence of any qualitative correlation with the 40 jam at Mach 14, of [41,59] at Mach 10, and of [60] at Mach

leading edge thickness variations shown in Fig. 31. 7 and 8. Also, the fact that spanwise heat transfer
The hinge line of the 150 ramp is, in this case, located variations reduce to effectively zero as the mean heat
at 9 cm downstream of the model leading edge. Sirm- transfer level attains the local turbulent heating level
ilarly, more regular striation patterns are observed supports the proposition that steady streamwise stri-
in the spanwise heat transfer distributions of Fig. 33 ations may no longer be sustained when fully turbu-
[41,59], particularly for the blunt leading edge, and lent flow is attained over the model span.

in the distributions of Fig. 34 [57] corresponding to
a weak interaction, low Reynolds number case with Finally, the influence of the model leading edge (ini-

also weak initial leading edge disturbances. tial disturbances) on the band between minimum and
maximum streamwise heat transfer distributions is

The streamwise extent and amplitude of striations illustrated in Fig. 36 for a weak 100, low Reynolds
and the associated spanwise heat transfer variations number case, where the model leading edge thick-
are better illustrated by plotting the bands between ness and irregularities were found to be the most
the minimum and maximum streamwise heat trans- important. Despite the strong dependence of the de-
fer distributions measured over the model span (ex- tailed striation patterns, their amplitude and stream-
cluding, of course, regions close to the model side wise extent upon the detailed leading edge thickness
edges). For a given model leading edge (i.e. for a distribution, and the persistence, in some cases, of
given set of initial disturbances), typical results are significant spanwise heat transfer variations to the

shown in Fig. 35 in the form of streamwise heat trailing edge of the ramp (indicative of a rather in-
transfer bands as a function of ramp deflection an- efficient laminar-turbulent transition in cases with
gle, hinge line location and unit Reynolds number. both weak initial disturbances and weak amplifica-

It becomes evident from Fig. 35 that significant tion mechanisms), the local ramp turbulent heating
spanwise heat transfer variations commence in the level is again hardly exceeded.
close vicinity of reattachment (corresponding closely
to the region of maximum streamwise pressure and 5 COMPUTATIONAL FLUID DYNAMICS:

heat transfer gradients). It is also clear that the RESULTS AND VALIDATION

streamwise extent of striations is decreasing with in-
creasing ramp angle and/or Reynolds number to the 5.1 General
hrainge li. nThe rapid progress achieved in recent years in the
hinge line. field of Computational Fluid Dynamics (CFD), com-

From the designer's point of view, however, the most bined with the strict requirements imposed in the de-

relevant aspect of striation phenomena is their influ- sign of new hypersonic vehicles, the lack of full simu-

ence on peak heating over the deflected control sur- lation capabilities in hypersonic ground test facilities

face. In this respect, the data of Fig. 35 show that and the difficulties involved in flight testing, has pro-

the mean streamwise heat transfer distribution tends moted the adoption of a new design philosophy that

towards the predicted reference temperature turbu- heavily relies upon CFD for the direct analysis of

lent heating level on the deflected ramp and that, the flowfield at both flight and ground test condi-

as this level is approached, spanwise heat transfer tions, as well as for the development of techniques

variations reduce to effectively zero. It is also noted for the extrapolation of ground test results to flight.

that the turbulent ramp heating level is hardly ex- This type of evolution, however, towards the effective



integration of ground testing, flight and computa- ing primarily to illustrate the difficulties related to
tional results [68] (Fig.37) not only imposes stringent CFD validation and some of the remaining uncer-
requirements on the characterization and quality of tainties and limitations, but also to briefly exemplify
measurements, but also calls for an in-depth qualifi- the potential of CFD in contributing towards the
cation and validation of computational tools against detailed understanding of complex flow phenomena
realistic and well documented test cases, before they and, eventually, towards bridging the gap between
may be safely incorporated into the design cycle, the partial ground simulation and flight.

The specific problem of deflected control surfaces Betore proceeding to twe detailed examiin , of u t-
and, more generally, of shock wave boundary layer ious test cases, a general remark may be easily made
interaction (even over simplified geometric config- on the geometric characteristics of high speed inter-
urations) is particularly complicated as it involves acting flowfields with the aid of CFD results on sim-
strong viscous effects and often extensive separated pie flat plate / two-dimensional ramp interactions.
flow regions. On the computational side, the sit- Iso-Mach contours are shown in Fig. 38 for the Mach
uation may become critical with full Navier-Stokes 14, 150 ramp case (corresponding to the rear ramp
solvers, where computer time and memory storage surface heat transfer data of Fig. 15) as obtained
requirements can easily approach or exceed the ca- from an Euler computation and laminar and turbu-
pacity of computers currently available, particularly lent* Navier-Stokes computations performed by W.
when three-dimensional configurations with transi- Haase [21,75]. In the inviscid case, a single oblique
tional or turbulent flowfields and thermochemical ef- shock forms at the hinge line of the deflected ramp
fects are considered. An important problem with at a very shallow angle due to the high Mach number
computations, which has only recently received the of the oncoming flow.
attention it deserves, is the need to demonstrate con-
vergence and grid independence of the solutions [69], In the case of the laminar computation, a significant

noting also that, with separated flows, criteria that streamwise scale of the interaction is observed includ-

have been well established for simpler attached flow ing an extensive separation, despite the relatively

situations may no longer be relied upon. thin oncoming boundary layer and the shallow angle
of the separated shear layer and associated separa-

On the experimental side, it has become evident that tion shock. In the turbulent computation, no separa-
experiments oriented towards CFD code validation tion is seen to occur in the vicinity of the hinge line
are burdened with increased requirements insofar as for this modest ramp deflection angle, but still the
the quality and the type of the measurements, and interaction is found to have a significant streamwise
the definition of the flowfleld, the geometry and the extent due to the much increased thickness of the on-
boundary conditions are concerned [70,71]. The prob- coming turbulent boundary layer. The result is that,
lem here is that a large portion of the experimen- in both laminar and turbulent cases, the normal ex-
tal shock wave boundary layer interaction studies tent of this high speed interaction is very limited. In
dates back to an era where technological means were the streamwise direction, however, it extends over a
limited and a semi-empirical engineering philosophy significant distance on the deflected ramp, indepen-
prevailed. Consequently, very few experiments are dent of whether the approaching boundary layer is
sufficiently well documented for code validation pur- laminar exhibiting a large separated region, or turbu-
poses, the data are very limited relative to the detail lent remaining attached throughout the interaction.
provided by CFD and, at hypersonic Mach numbers Noting that the typical length of control surfaces on
in particular, flowfield measurements are scarce. lifting hypersonic vehicles is of the order of 10%-

on- 20% of the forebody length, it is evident that such
Nevertheless, the assembly of code validation o shallow zones of shock wave boundary layer interac-
ented databases has received significant attention in tion at high Reynolds numbers (and, hence, in the
recent years, and a respectable amount of data has weak viscous interaction regime) will strongly affect
been systematically collected [72-74] with the aid the flowfield over the deflected control surface and
of code validation workshops. Shock wave bound- its effectiveness and heating, even when the oncom-
ary layer interaction test cases, exhibiting signifi- ing boundary layer is turbulent (having been tripped
cant separated regions, in two and three dimensions near the nose of the forebody) and does not separate.
and with laminar, transitional or turbulent bound-
ary/shear layers form a major part of these novel 5.2 Planar two - dimensional fully laminar
databases. The bulk of the data, however, includes interactions
surface measurements only and is for the moment This section will concentrate on shock wave lami-
restricted to perfect gas cases, although some ef- nar boundary layer interactions over flat plate / two-
fort towards the examination of real gas effects has dimensional ramp configurations at hypersonic Mach

recently commenced. A selection of the aforemen-
tioned shock boundary layer interaction test cases The turbulent computations have used the Cebeci-

will be discussed in the subsequent sections, aim- Smith algebraic turbulence model, which is satisfac-
tory for attached flow computations.
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numbers. Amongst the early experiments with this such coarse grids that, not only do they not capture
configuration were performed at Mach 6 in [761 with the extent of the interaction correctly, but also fail to
an adiabatic or cooled wall. Some of the test cases of resolve adequately the velocity and, more often, the
[76] were computed in the early 1970's by the Navier- temperature profile and, hence, yield poor skin fric-
Stokes solver of [77] with reasonable success. These tion and heat transfer predictions even in attached
computations revealed, however, one of the major flow regions.
problems still remaining with the computation of
high speed separated flows, namely the underpredic- Of particular interest among the computations for
tion of the streamwise extent of the interaction and the well separated case of [32] is the work of [791. Fol-
of the separated region. lowing a grid dependence study with two-dimensional

computations, a grid-independent solution was ob-
More recently, the adiabatic wall, Mach 6 data of [49] tained which, however, strongly overpredicted the
over a 7.50 ramp configuration have been computed streamwise extent of the interaction (Fig. 41). Then,
by two Navier-Stokes solvers in [78]. The Reynolds consultation with the experimentalists led to the con-
number based on the distance from the leading edge jecture that the experiment in question could be in-
to the hinge line was 400,000. The comparison be- fluenced by finite span effects due to the combina-
tween the measured and computed (over different tion of a large separated region with a relatively
meshes) surface pressure distributions is shown in small aspect ratio (ratio of model span to distance
Fig. 39 to reveal the strong dependence of the corn- between the leading edge and the hinge line). Con-
puted extent of the interaction upon the grid resolu- sequently, three-dimensional computations were per-
tion. Clearly, significant mesh refinement has been formed which are seen in Fig. 41 to capture well the
necessary to arrive to grid-independent solutions. In- measured extent of the interaction and the overall
dicatively, 50 mesh points in the streamwise direction pressure distribution. The lesson to be learned here
within the separated region, and 20-30 mesh points is that two-dimeonsionality must be demonstrated in
in the wall normal direction within the boundary experiments with flat plate / two-dimensional ramp
layer at the separation point have been necessary to configurations, in the sense that the measured center-
adequately resolve the geometrical characteristics of line distributions are not influenced by modification
the interaction. In addition to mesh refinement, par- of the side boundary conditions (change ili model
ticular attention had to be devoted to the monitoring span, addition of side fences, etc.). Also, it should be
of convergence, where it was noted that the location noted that the question of side boundary conditions
of the separation point required much more itera- arises in three-dimensional computations (similar to
tions and reduction of the residuals to converge than the computation of the flow over three-dimensional
standard L2-norm criteria, developed for attached geometries, such as the swept ramp), where the most
flows, would suggest. The movement 4 the separa- significant finite span effect is believed to be that of
tion point with iteration number and grid refinement outflow through the sides of the model. In such cases,
is illustrated in Fig. 40. It should also be noted that the recommended approach is to extend the compu-
preliminary attempts to compute a similar test case tational domain beyond the side of the geometry a
but with a cold wall [49] has met with substantial sufficient distance so as to allow for the application
difficulties in correctly predicting the modest extent of freestream flow conditions at the extended side
of the interaction, which are believed to be related to boundary.
the inadequate resolution of the very thin oncoming
boundary layer under the combined high Reynolds In the aftermath of the first Antibes workshop [72a],
number and cold wall conditions of this test case [21]. where it was realized that the compression ramp test

cases exhibited laminar-turbulent transition in the
Another early set of fully laminar, two-dimensional reattachment region (section 5.3), in accordance with
test cases at a Mach number of 14 and a Reynolds the preceding discussion in section 3 and 4, new test
number (bas,'d on the distance from the leading edge cases were defined for the second workshop [72b] to
to the hinge line) of about 100,000 has been that of ensure fully laminar flow over the interaction region.
[32] depicted in Fig. 7, which is also included in the Very low Reynolds number experiments at Mach 10
database of [73]. The well separated 240 ramp case [85] were chosen for this purpose with ramp deflec-
has been computed by a number of Navier-Stokes tion angles of 150 and 200. During the workshop
solvers [79-83], whereas the unseparated case with a it was realized that the flow at such conditions falls
15* deflected ramp has been computed by the parab- in the strong viscous interaction regime and is dom-
olized Navier-Stokes code of [84). The Navier-Stokes inated by the growth of the thick boundary layer
computations, with their limited success, have again rather than the ramp-induced interaction. In fact, it
demonstrated the importance of sufficiently resolv- was found that the 15' ramp case was virtually un-
ing the near-wall region to correctly predicting the separated, whereas the 200 ramp case very close to
extent of the interaction, but also the wall skin fric- the effective incipient separation limit after the cri-
tion and heat transfer distributions. In fact, it will terion of Fig. 6 and the computational results that
be illustrated below that some computations involve were presented in [72b]. Consequently, the emphasis



in [85] was placed on a 250 ramp case, exhibiting sig- tion is given to obtaining grid independent solutions
nificant separation, and the first comparisons with in cases exhibiting significant separation. This goal
computations are shown in [85]. It is noted that, has been demonstrated to be attained with reason-
despite the low Reynolds number (30,000 based on able effort at low or moderate Reynolds numbers,
the distance between the leading edge and the hinge but certain difficulties remain with well separated
line *), this case is of particular interest because of cases as the Reynolds number increases and, with
the availability of quantitative electron beam fluores- it, the grid refinement requirements (see, for exam-
cence data in the flowfield (Fig. 42). pie, high Reynolds number laminar computations in

section 5.3) which often lead to numerical stabil-
A further laminar test case at Mach 11.7 from the ity problems. Evidently, the development of conver-
database of [73) was considered in the workshop of gence criteria and grid resolution criteria applicable
[72b]. The experimental data [86] are of interest as to super- or hypersonic separated flows is highly de-
they include skin friction measurements in addition sirable. As a final remark, the computation of blunt
to wall pressure and heat transfer distributions. A flat plate / ramp geometries, such as the ones tested
review of the comparison between the various com- in [41), imposes the additional need for the adequate
putations in [72b] and the experimental data of [86] resolution of the bow shock, the small subsonic re-
is provided in [211. In general, the computations gion around the leading edge and the resulting en-
have performed reasonably well for this moderate tropy layer. Consequently, the efficient treatment of
Reynolds number (240,000 to the hinge line) well sep- such configurations may require the use of multiblock
arated case, provided that attention was given to the solvers.
mesh resolution.

5.3 Planar two- dimensional transitional
The laminar interaction Mach 14 data of [21], cor- interactions
responding to the forward 150 ramp heat transfer The discussion in the previous sections illustrated
distribution of Fig. 15 and a Reynolds number to that the reattachment region on the deflected ramp,
the ramp hinge line of 450,000 have been computed that is associated with the presence of strong dis-
in [75,78]. A comparison of the various computa- turbance amplification mechanisms (namely, adverse
tions with different mesh resolutions and the exper- pressure gradient and flow concavity), may provide
imental heat transfer data is shuwu in Fig. 43, to- the grounds for the promotion of laminar-turbulent
gether with a comparison between the computed iso- transition. In fact, both the Mach 10 and Mach 14
density contours and the experimental schlieren pho- two-dimensional ramp test cases considered in the
tograph in Fig. 44. A grid independent solution first Antibes workshop [72a] were found to be tran-
has been attained which is in good agreement with sitional with transition taking place very efficiently
the experimental data until the onset of transition in the close vicinity of reattachment*.
downstream of the boundary layer neck region on
the ramp (at approximately 0.12 m from the lead- Comparisons between the measured and computed
ing edge) that characterized the experiment. Indica- heat transfer distributions for these two test cases
tively, about 40 streamwise mesh points within the are shown in Figs. 45 and 46, respectively, after [87].
separated region and about 50 points in the wall- Dramatic differences are found among the various
normal direction within the boundary layer at sepa- computational results, all of which compare poorly
ration were required to adequately resolve the extent with the experimental data. In fact, there are two is-
of the interaction in this case. The minimum wall- sues of primary importance to be considered. First,
normal mesh size in the finest (352x 160) Dornier the question of grid dependence which at the time
mesh was 5x10 6- m. It is also intersting to note of [72a] was not seriously addressed in any of the
that the coarse mesh VKI computation on the 84x30 computations, and is primarily responsible for the
mesh with only 13 wall-normal mesh points in the large differences between the predictions of the loca.
boundary layer at separation also fails to resolve the tion of the separation point. Secondly, the experi-
thermal boundary layer and, consequently, yields an ments exhibited laminar-turbulent transition in the
underprediction of the heat transfer in the attached close vicinity of reattachment, which may have an
flow regions both upstream and downstream of the influence on the extent of the interaction and cer-
interaction. tainly has a significant effect on the heat transfer

distribution downstream of reattachment/transition.
Overall, concerning laminar perfect gas shock wave The latter explains the significant discrepancies be-
boundary layer interactions over flat plate / two-
dimensional ramp configurations, the general con-
sensus is that they may be accurately predicted by The Mach 10 test case of [72a] corresponds to the

Navier-Stokes solvers, provided that sufficient atten- sharp leading edge data of [41] illustrated in Figs.
13 and 20, with a Reynolds number to the hinge line

* It is noted that the Reynolds number to the hinge of 2.1x 10. The Mach 14 test case corresponds to

line corresponding to the experiments of [85] is 30,000 the rear 150 ramp data of [21] illustrated in Fig. 15,
as opposed to a value of 18,000 specified in [72b]. with a Reynolds number to the hinge line of 1.3x 100.
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tween computational and experimental results on the is limited to the attached flow region over the de-
ramp heat transfer distribution. Unfortunately, sim- flected ramp. In the case of fully turbulent inter-
ilar scatter of the computational results on the Mach actions, howevtr, exhibiting significant separation,
10 sharp leading edge test case of [411 was found in the performance of computations may be impaired
the second Antibes workshop [72b]. not only by the.convergence and grid refinement is-

sues addressed above, but also by the insufficiencies
However, the computations of W. Haase presented in of available turbulence models [89] in separated flow
[72b] for the latter Mach 10 transitional test case [88] situations. Turbulent shock wave boundary layer in-
and in [75,78] for the Mach 14 transitional test case teractions and the development of appropriate tur-
provide some insight to the computational treatment bulence models are treated in three other lectures in
of transition. Noting that transition in these cases this course [90-92). The discussion here will, there-
takes place very rapidly in the close vicinity of reat- fore, be limited to a brief reference to available flat
tachment, it has been demonstrated that such tran- plate / two-dimensional ramp data (with a turbu-

sitional interactions may be computationally well ap- lent interacting boundary layer) and related compu-
proximated by running first a fully laminar computa- tations.
tion and, subsequently, "switching on" a simple tur-
bulence model (e.g. the Cebeci-Smith model) in the Experimentally, the assessment of [14) has shown

attached flow region downstream of reattachment. that very few turbulent, super- or hypersonic flat
Following the discussion in [78], such an approach is plate / two-dimensional ramp experiments are suited
expected to give the most adverse effects of the inter- for code and turbulence model validation purposes.
action. In particular, a grid-independent, fully lami- At hypersonic Mach numbers [34,93 and 33,46,73]
nar computation is bound to yield the largest possi- they involve mean wall pressure, heat transfer and
ble extent of the interaction, and the associated effect some skin friction measurements, but no flowfield
on control effectiveness. The laminar computation mean or fluctuating quantities that would be desir-
will also yield the minimum boundary layer thickness able for the proper validation of turbulence models.
in the boundary layer neck region at the downstream A more recent Mach 5, 350 ramp turbulent test case
end of the reattachment compression. Finally, this has been defined in [72a], where the experimental
minimum boundary layer thickness, combined with surface pressure and heat transfer data were provided

a turbulent computation (starting from the laminar by [94]. Finally, two sets of Mach 3 experiments from
solution at reattachment) will, in turn, yield an up- the American and Russian literature are provided in
per limit for the heat transfer on the ramp. These [74], which also include pitot pressure and hot wire
conjectures are illustrated by the comparison of ex- surveys of the flowfield.
perimental and computed heat transfer distributions
in Figs. 47 and 48. Computationally, the limited performance of simple

algebraic turbulence models is illustrated in Fig. 50
Before concluding this section, attention is drawn to by the comparison of two computations from [72a]
the fully laminar computations of [78] corresponding with the heat transfer data of [94], taken from the
to the Mach 14 transitional test case of [21] with a synthesis of [87]. Noting that, in the computations,
Reynolds number to the hinge line of 1.3x 106. Con- turbulent flow is assumed from the model leading
trary to the lower Reynolds number (ReL = 450,000) edge, whereas the experiment shows transition to

forward ramp case, also computed in [78] (Figs. 43 occur between 0.10 and 0.15 m downstream of the
and 44), where a grid independent solution was demon- leading edge (still upstream of the interaction), the
strated, this was not possible at the higher Reynolds discrepancies found between computational and ex-
number within the level of grid refinement performed perimental results upstream of the interaction are
in [78]. The grid dependence results of Fig. 49, thus, largely due to the poor choice of the effective virtual
illustrate the aforementioned difficulties associated origin of the flat plate turbulent boundary layer. The
with the establishment of grid independent solutions features of the separated region and, subsequently,
at elevated Reynolds numbers and cold wall condi- the heat transfer distribution on the deflected ramp
tions. are, however, very poorly predicted by the algebraic

models, indicating the need for more sophisticated
5.4 Planar two - dimensional fully turbulent turbulence modelling in separated flow regions.
interactions
The preceding discussion provided indications that Still, recent investigations with two-equation turbu-
the implementation of simple turbulence models in lence models [95,96], including compressibility cor-

Navier-Stokes computations may yield reasonable es- rections, have also revealed significant difficulties in
timates of the turbulent heat transfer distribution the prediction of interacting flowfields exhibiting sep-
over attached flow regions, including high Mach num- aration, although reasonable predictions for attached
ber cases of transitional separated shock boundary turbulent flows were obtained.
layer interaction, provided that transition is fixed to
the close vicinity of reattachment and turbulent flow Finally, application in [97] of the Baldwin-Lomax,
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k-w and Reynolds stress models to the Mach 3, 240 poor prediction of the oncoming flowfield may also
ramp test case of [74] has provided evidence that the be responsible.
performance of higher order Reynolds stress models
in the prediction of turbulent separated flows is no- The turbulent Mach 3 cases have been computed in
tably superior to that of two-equation models. This [98,100] and the problem is addressed in detail in the
is illustrated by the comparison between predicted lecture of [921 in the present course. Although the ex-
and measured pressure distributions in Fig. 51, whereby perience with two-dimensional test cases has demon-
the extent of the separated region is generally under- strated that transitional interactions (with transition
predicted, except in the case of the Reynolds stress fixed to the reattachment region) may be satisfac-
model where it is somewhat overpredicted. Noting, torily predicted with simple turbulence models that
however, the comments of [74] that finite span effects perform well in attached turbulent flow regions, the
have been significant in this high deflection angle ex- current computational limitations in terms of com-
periment, the latter discrepancy is, at least partially, puter power and mesh resolution, combined with the
due to three-dimensional effects that are neglected in turbulence modelling limitations for interacting, sep-
the computations. arated turbulent flowfields, suggest that fully lami-

nar three-dimensional interaction data may be more
5.5 Three-dimensional swept ramp interactions appropriate as a first step in the validation of three-
Flat plate / swept compression ramp configurations dimensional Navier-Stokes solvers. An effort to ob-
have thus far received little attention, and the two tain such well defined test cases is currently made in
sets of experimental results already used for code relation to the forthcoming qualification workshops
validation are the Mach 10 transitional data of [94] planned for the end of 1994 and 1995 [101]. In this
(that were used as a test case in [72a,b]) and the context, the flat plate / swept compression ramp con-
Mach 3 turbulent data of [98] that are included in the figuration is no longer considered due to the inade-
database of [74). A limited amount of swept ramp quate definition of side boundary conditions by the
data at Mach 6 and 14, exhibiting laminar-turbulent experimentalists. Instead the delta wing / deflected
transition in the vicinity of reattachment are also flap configuration is found to be a more appropriate
provided in [21]. The swept ramp case is computa- three-dimensional geometry.
tionally complicated by its three-dimensional charac-
ter (and the associated increase in the computational 5.6 Interactions over axisymmetric body/flareI effort), and by the need to properly define appropri- configurations
ate side boundary conditions. The lateral extension Following the extensive invcstigations of shock wave
of the domain beyond the model side edges and the boundary layer interactions with a flat plate as the
imposition of freestream conditions at its edge is rec- parent body, recent trends have favoured axisymmet-
Sommended on the basis of the arguments outlined in ric configurations to eliminate the uncertainty of side
section 5.2. boundary conditions in quasi-two-dimensional exper-

iments. At the same time, there has been an evolu-
An illustration of the limited performance of three- tion of European hypersonic research priorities from
dimensional separated flow computations is given in very fundamental studies to applications-oriented ones
Fig. 52, by the comparison of measured [94] and involving generic vehicle configurations. Although
computed [99] streamwise heat transfer distributions there has been a number of axisymmetric body /
at various spanwise stations. There are three main flare investigations including skewed flares (cite, for
points to note. First, the 150x50x40 mesh em- example, [741), the discussion here will be restricted
ployed in [99] is inadequate to resolve the attached to the hyperboloid / flare configuration that has been
laminar boundary layer upstream of the interaction chosen as a test case for the forthcoming qualification
and, hence, the computed heat transfer distribution workshops [101].
in this region is lower than the experimental data
and the laminar reference temperature predictions. The definition of the hyperboloid / flare geometry,
A grid refinement performed in [99] for a flat plate together with some first computations aimed to aid
computation has demonstrated this point. Secondly, the "design" of the experiments, is provided in [102].
the ramp heat transfer distribution is significantly The contour of the hyperboloid represents the wind-
underpredicted by the laminar computations, due to ward centerline of the Hermes spaceplane at 300 an-
the transitional nature of the experiment and the at- gle of attack (similar to the axisymmetric represen-
tainment of turbulent flow downstream of reattach- tation of the windward side of a double ellipse, il-

ment. In addition, the computations underpredict lustrated in Fig. 53), thus allowing to examine the
the laminar ramp reference temperature predictions, effects of realistic parameters, such as surface cur-
indicating the aforementioned boundary layer resolu- vature of the parent body and nose bluntness. The
tion problem. As for the overprediction of the extent nose bluntness, however, of the hyperboloid / flare
of the separated region, this is mainly due to the use configuration, effectively corresponding to the mid-
of a laminar computation relative to a transitional plane radius of curvature of the stagnation region of

experiment, although the poor mesh resolution and the spaceplane at 30* angle of attack, is smaller than
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the effective nose bluntness of the Hermes configura- ature in the forebody shock layer, due to the thermo-Stion because of the actual nose shape of the space- chemical behaviour of the air (frozen, chemical non-

plane. The simulated flap (flare) is conical and at an equilibrium or thermochemical equilibrium), cause
angle of 43.6* to the axis of the hyperboloid, which important differences in the Mach number of the
corresponds to a deflection of just over 200 relative flow in the shock layer approaching the flare. Inpor-
to the inclination of the contour at the hinge line. tant differences are, therefore, found in the surface

pressure recovery on the flare, whereby the frozen
Experiments with this configuration are currently (perfect) gas computation yields a lower pressure rise
underway in both "cold" and high enthalpy hyper- than the equilibrium gas computation. More specifi-
sonic wind tunnels around Europe. On the basis of cally, this is due to a lower temperature of the equi-
the experience acquired t",ts far with shock bound- librium gas (caused by dissociation in the forebody
ary layer interaction testing, experiments with suffi- shock layer) and, consequently, a higher Mach num-
ciently low Reynolds number are included to warrant t)er in the forebody shock layer. For similar reasons,
fully laminar interactions, the extent of the separated region is reduced in the

case of thermochemical equilibrium. Secondly, ima-Preliminary computational results at perfect gas con- portant differences are detected in the heat trans-
ditions (M. = 8.7, ReL z 42,000) are shown in Fig. fer distribution, but here the wall thermochemical
54 in the form of pressure coefficient and Mach num-
ber contours [1021, to illustrate the complexity of the boundary condition also plays a role, in addition to

the thermochemical behaviour of the outer inviscidflowfield in the shock boundary layer and shock / flow.
shock interaction region. Of particular interest is the
strong forebody shock which, in this case, interacts To conclude this section, it is recalled that new high
first with the separation shock and shortly down- enthalpy facilities have been constructed to support
stream with the reattachment shock. The second the assessment of the effects of the thermochemical
shock/shock interaction is stronger and yields a sig- behaviour of air at high enthalpy reentry conditions,
nificant expansion towards the deflected flap which is as these were illustrated above by the computational
reflected upon impingement on the surface. Also of results of [106]. This type of ground simulation, how-
interest is the continuous expansion along the fore- ever. is faced with a variety of difficulties. First.
body and its impact on the characteristics of the the complete ground simulation of flight conditions

I shock wave boundary layer interaction in the vicin- is not possible, and a compromise between Mach and
ity of the hinge line. The pressure and heat transfer Reynolds number simulation, on one hand, and total
distributions corresponding to the case of Fig. 54 are enthalpy/velocity and thermochemical characteristic
shown in Fig. 55, as computed independently by four lengthscale simulation, on the other, is necessary. A
different codes [103-105]. The aforementioned fore- further complication arises from the possible thermo-
body expansion, the pressure plateau over the sepa- chemical non-equilibrium in the freestream of ground
rated flow region, and the pressure and heat transfer test facilities (caused by the rapid nozzle expansion),
rise on the flare are noted, as well as the reasonable which must also be accounted for in the interpreta-
agreement between the four computations (all per- tion of results. All in all, it is clear that, at high
formed on a rather fine mesh of 228x 120 points). enthalpy conditions, the interpretation of wind tun-
At different flow conditions, of course, situations may nel data and their extrapolation-to-flight becomes a
arise in which the separation and reattachment shocks very complex task, which must rely heavily on well

coalesce inside the forebody shock layer and, subse- qualified and validated computations.

quently, the resulting flare shock interacts with the In addition, computations are beginning to prove
forebody shock a significant distance downstream. useful and, in some cases, may become mandatory
An example is shown in Fig. 56 [106], where pres- for the design of successful experiments. For exam-
sure contours are presented for the region near the pIe, the preliminary thermochemical non-equilibrium
hinge line of the hyperboloid / flare, at flow condi- computations of [107] and their comparison with cor-
tions corresponding to 77 km altitude of the reentry responding perfect gas computations from [105] have
trajectory of the Hermes spaceplane. At such high provided evidence that, with the current size of high
enthalpy conditions, the thermochemical behaviour enthalpy tunnels and their operating pressure limita-
of air becomes important as illustrated by the differ- tions, significant difficulties may arise with the simu-
ent shock locations obtained in Fig. 56 with different lation of thermochemical effects over wide angle ax-
thermochemical models (frozen, chemical nonequilib- isymmetric configurations, such as the hyperboloid /
rium and thermochemical equilibrium air). flare. Specifically, the small scale of the model (im-
A better illustration of thermochemical effects at high posed by tunnel size constraints on the base diame-enthalpy conditions is given in Fig. 57 by the corre- ter), combined with the relatively small nose blunt-
sponding surface pressure and heat transfer distribu- ness of the hyperboloid, may support chemical freez-
spondicomsuraedin[1061. prssue adihearancesf distribu- ing in the shock layer and, thus, inhibit the reve-
tions computed in [106]. First, differences in temper- lation of thermochemical effects in the experiment.

I



In this respect, the blunter double ellipsoid config- as well as heating. Although, locally in the vicin-

uration (section 5.7) may be more appropriate for ity of deflected control surfaces on hypersonic vehi-

the experimental assessment of such effects on shock cles, the effective Mach number of the interacting
wave boundary layer interactions, at least as long as flowfield is often supersonic rather than hypersonic

significant scale and operating pressure limitations (due to forebody incidence, bluntness, etc.), super-

remain in high enthalpy ground testing. sonic flow investigations are not sufficient to resolve
design problems as they do not readily contribute

5.7 Interactions in the canopy region of space- to some of the design issues that are specific to by-

planes: the double ellipsoid configuration personic flight. Such issues include the additional

The double ellipse (two-dimensional) and double el- heating constraints to the design of control surfaces,
lipsoid (three-dimensional) configurations have been and the effects of the forebody entropy layer and the

widely investigated and included as major test cases interaction between the forebody and control shocks

in both Antibes workshops [72] and in the forthcom- on both control effectiveness and heating.
ing ESTEC workshops [101), their relevance lying in
the determination of nose/canopy heating. Under In terms of control effectiveness, the problem reduces
specific flow conditions and attitude (zero or low an- to the determination of the geometric characteris-

gle of attack), the flow phenomena in the region of tics of the interacting flowfield and of the pressure

the nose/canopy junction resemble closely the sit- rise over the effective body shape in the vicinity of

uation in the vicinity of deflected control surfaces. the control surface. Whether the interaction is suffi-

This configuration may, therefore, provide further in- ciently strong to promote flow separation or not, the

sight to the shock wave boundary layer interaction presence of viscous effects causes a modification of

problem, with the additional complications of impor- the effective body shape which, in turn, may have a

tant nose bluntness, surface curvature (of both the profound influence on the pressure recovery over the
"parent body" - nose, and the "deflected control" - deflected control surface. In addition, the presence

canopy), and three-dimensionality (in the casc of the of an entropy layer approaching the deflected control

double ellipsoid). A major interest of this geometry surface, and the interaction between shocks near the

lies in the revelation of thermochemical effects upon deflected control (e.g. between forebody, separation

the interaction, which are strongly present in high and reattaehment shocks) will further influence the

Senthalpy flowfields due to the significant nose blunt- pressure distribution and, thus, control effectiveness.

ness. The length of the deflected control surface is also
important in determining whether a full pressure re-

Still, emphasis has so far been placed on 300 an- covery is achieved.
gle of attack cases (aimed to the study of canopy
heating during reentry; results are summarized in For simplified cases, like the flat plate / flat ramp

[108]), in which configuration the canopy compres- configurations discussed above, with thin boundary

sion on the leeward side is rather weak due to the layers, the pressure distribution may be determined

combined angle of attack and viscous effects (Fig. by combining inviscid oblique shock theory with the

58 [109,110]). A more representative configuration, free interaction theory, provided that the geometric

in terms of the shock wave boundary layer interac- characteristics of the interaction are known. Thin

tion in the canopy region, is the one at zero angle of boundary layers, in such cases, imply rather sharp

attack because it exhibits a stronger canopy shock pressure rises through separation and reattachment

and an interaction between the bow shock and the and, thus, the overall pressure recovery may be well

canopy shock near the body surface (Fig. 59 [111]). approximated by the inviscid pressure rise through

Noting, however, the limited amount of double ellip- a single separation shock and a single reattachment

soid data at zero angle of attack and that the bulk of shock. The interaction between the two, and the re-

the viscous computations to date have assumed equi- suiting expansion or compression at their intersection

librium chemistry, with little effort placed towards may be obtained througi the inviscid double wedge

systematic comparisons between perfect (frozen) gas, theory.
equilibrium and non-equilibrium chemistry results to
assess thermochemical effects on shock wave bound- In more realistic cases, however, involving nonuni-

ary layer interactions, further progress in this area form oncoming flows (entropy layer), and thick bound-

is anticipated within the framework of the European ary layers, the pressure recovery over the deflected

winged reentry vehicle program and the forthcoming control surface will stretch over a significant distance

qualification workshops [101]. relative to the actual length of the control surface
(in contrast to the aforementioned single separation

6 SUMMARY AND CONCLUSIONS shock / single reattachment shock model). The res-

Shock wave boundary layer interactions are of par- olution of such cases, when also adding the uncer-

ticular importance to the design of the control sys- tainties in determining the geometric characteristics
tem of lifting ascent/reentry/cruise hypersonic vehi- of the interaction, will likely require the performance

des, because of their effects on control effectiveness of specific Navier-Stokes computations or full simula-
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tion experiments. And noting that the uncertainties (strength of the interaction i.e. adverse pressure gra-

in the determination of interaction geometric charac- dient and flow concavity, Reynolds number,..). For
teristics are partly related to the transitional nature the class of flow and geometric conditions examined
of many interactions, which computer or wind tunnel herein, streamwise striations have been detected in
simulations fail to model for the moment, a designer cases where the oncoming forebody flow was stable
may eventually be forced to incorporate worst case and fully laminar, and have supported the occurrence
estimates in the design cycle (as, for example, the of laminar-turbulent transition on the deflected con-
maximum fully laminar extent of the interaction). trol. Upon attainment of fully turbulent flow, stria-

tions have dissipated and the spanwise heating vari-

In terms of heating of the deflected control surface, ation h damped to effectively zero amplitude.

the detailed heat transfer distribution is not required

by the designer. Instead, an estimate of the peak Concerning striation heating, all available data indi-
heating level on the deflected control is needed for cate that the macroscopic effects of striations may
sizing the thermal protection system of the control be treated as an integral part of laminar-turbulent
surface. The precise location of peak heating on the transition. Despite the large spanwise heat trans-
surface is less relevant. Noting that peak heating oc- fer variations detected in a number of cases, the lo-
curs at the end of the reattachment compression in cal turbulent heating level has consistently provided
an attached flow region, the problem mainly reduces a good approximation to the upper limit of heat
to understanding the thickness and nature of the transfer peaks on the deflected control surface. Con-
reattaching boundary layer at the location of peak sequently, a maximum turbulent estimate for peak
heating, and the effective flow conditions at its edge. heating, corresponding to the minimum boundary

layer thickness and maximum pressure on the control
For the simplified configurations considered herein, surface, such as the one given by the proposed cor-
and conditions corresponding to cold wall wind tun- relation, remains valid even in the presence of strong
nel testing, the reference temperature concept has striations. It is also noted that, similar to control ef-
been successfully applied to the prediction of the fectiveness, the lack of adequate transition/striation
ramp heat transfer distribution and to the devel- models, may again force the designer to rely upon
opment of a peak heating correlation. For strong worst case estimates like the aforementioned turbu-
interactions, and for cases where laminar-turbulent lent peak heating level.
transition was very efficiently promoted in the reat-
tachment region, it has been found that the bound- Tripping the oncoming boundary layer has been pro-
ary layer thickness at the location of peak heating posed as an effective way to minimize shock wave
may be well approximated by simple geometric ar- boundary layer interaction effects on control effec-
guments, assuming a zero thickness at reattachment tiveness and heating. The idea is that a turbulent
(i.e. assuming the virtual origin of the reattaching oncoming boundary layer will most likely remain at-
boundary layer to be located at reattachment). For tached for typical control deflection angles, and this
weaker interactions, or interactions involving a thick will not be to the detriment of control heating if the
oncoming boundary layer, this approach is bound to interaction with a laminar boundary layer is, anyway,
yield too small a boundary layer thickness and, thus, expected to promote laminar-turbulent transition. It
too high a peak heating estimate. should be borne in mind, however, that a turbulent

oncoming boundary layer will be thicker than a lam-
For more realistic cases, exhibiting strong pressure inar one and, although there may be no separation,
gradients in the vicinity of peak heating (mainly due the extent of the turbulent interaction may be similar
to strong shock/shock interactions), and with hot to the laminar case and not beneficial in terms of con-
wall configurations (representative of flight rather trol effectiveness. Still in such a way, the minimum
than wind tunnel conditions), the applicability of the boundary layer thickness on the deflected control sur-
zero pressure gradient reference temperature theory face may be larger than in the transitional case (with
becomes questionable, and more sophisticated tools transition occurring at reattachment) and, therefore,
may be required for the prediction of peak heat- beneficial in terms of heating.
ing. Such pressure gradient effects, and the influ-
ence of realistic geometric shapes (involving blunt- Clearly, the complexity of shock wave boundary layer
ness/entropy layers and surface curvature) upon the interaction phenomena, particularly over realistic con-
validity of the proposed pressure interaction peak figurations, combined with the difficulties and mea-
heating correlation remain to be checked. surement insufficiencies in wind tunnel testing make

CFD a very important potential contributor to the
The formation of streamwise striations in reattach- design of control surfaces. But, despite the signifi-
ing flow regions has been found to depend on a bal- cant progress achieved in the field of Navier-Stokes
ance between the presence and strength of initial simulation of hypersonic separated flows with impor-
disturbances (freestream turbulence, noise, geomet- tant viscous-inviscid interactions, a number of diffi-
ric irregularities,...) and amplification mechanisms culties (resolution, accuracy, computational efficiency,Sacray
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pm leading edge) [21,431
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Fig. 36 - Minimum and maximum streamwise heat transfer distributions along flat plate / 2D 10O
ramp configurations at Mach 6 with ReL =320,000 - effect of leading edge thickness and irregularities
/ perturbations [21,43]
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Fig. 37 - Integration of ground testing, computations

and fight[68]Fig. 38 - Computed Mach n~umber contourb u.cc 15'

____ --- --- --. compression ramp geometry at Mach 14.1 - inviscid,
laminar and turbulent results, ReL =1.3 x 106 [75]
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Fig. 39 -Comparison of measured and computed 0L C 7
pressure distributions over a flat plate / 7.50 ramp
configuration at Mach 6 with ReL=400,000 and adi- I C 1 2 101
abatic wall temperature [78] 21:
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Fig. 40 - Evolution of the computed location of the
separation point with number of iterations and grid
refinement for the Mach 6, 7.50 ramp test case of Fig.
39 [78]



7-42

CPA

b) rmpe( 0/

7-42

Kp

b) rampt 0 z

€/ ° 4,

XiL 4 X/L

0m5 10 . 0.5 1.O 1,3

e)
a) ii c) d)

2.5" ¢2lcul
I - - .expenence

a)X/L4 = 0,4.

20-

10-.
- ,.T/To

Y(=) b) X/L 0,6 L

10•

P/PC

c) X/L 0,8

20-.

10 j .•P/Po

r0 T /T ,

d) X/L= 1,0

40

30

20

10 P/Po

Y(nMM) /

30

20

10 PPT/To 1 2 3 4

Fig. 42 - Comparison of measured and computed pressure and heat transfer distributions, and

temperature and density profiles over a flat plate / 25* ramp configuration at Mach 10 with

Rer =30,000 (851
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Fig. 44 - Comparison of computed (laminar) density contours with the schlieren photograph for
the Mach 14 forward 150 ramp test case of Fig. 43 [75]
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Fig. 47 Comparison of measured and computed heat tinsfer distributions over the fiat plate
rear 150 ramp configuration at Mach 10 with ReL = 2.1 x 106 and To/TO=0.26 - laminar, turbulent
and transitional computations with turbulence model "switched-on" at reattachmenL [88]
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study [78]
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Fig. 53 - Schematic representation of the definition
,I of the axisymmetric equivalent of a configuration at

angle of attack
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Fig. 52 -Comparison of measured and computed
(laminar) heat transfer distributions over a flat plate
/ 30* swept, 150 ramp configuration at Mach 10, with

Rtp =2.1 x 106 and Tuj/T0'0.26 [94,99]
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Fig. 55 -Comparison between predictions of the pressure and heat tranisfer
distributions over the hyperboloid / flare configuration at Mach 8.7 (103-105)
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x/L
Fig. 56 - Pressure contours near the hinge line of the hyperboloid /flare config-
uration at Mach 25, RCL=120,000, T.=800 K, T,)=192 K (flight conditions,
77 km altitude); left: frozen air perfect gas model; center: chemical nonequi-
librium air model; right: thermochemical equilibrium air model [106]
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Fig. 57 - Effects of thermochemnical air model on the pressure and heat transfer
distributions over the hyperboloid / flare configuration at 77 km altitude flight
conditions [106]
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Fig. 58 - Temperature contours over double ellip-
soid configuration at 30* angle of attack, Mach 25 - Fig. 59 - Temperature contours over double ellip-

equilibrium gas computation [110] soid configuration at zero angle of attack, Mach 6.6- equilibrium gas computation [1111
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